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ABSTRACT

The risk associated with railroad transportation of hazardous materials is an ongoing subject of interest to the transportation industries, the government, and the public. A variety of approaches have been considered or adopted to manage and reduce risk. These include improving operating practices and personnel training, improving transportation packaging, maintaining and upgrading infrastructure, and rerouting hazardous materials traffic. Certain risk reduction options have received particular attention in recent years. Realizing the interest and the need for research in this area, this study focuses on consideration of routing, track infrastructure improvement and speed management as approaches to reducing the risk from railroad hazardous materials transportation.

For each approach, potential benefits in terms of risk reduction are analyzed using operations research (OR) and quantitative risk assessment (QRA) methods. The goal is to facilitate the consideration of each approach and evaluate its potential application for a particular objective of interest. Furthermore, this study considers improvement of several parameters in the risk model to enhance the quality of risk estimates and to better understand their sensitivity to various assumptions. When resources are limited so that a complete analysis of the entire routes is not possible, statistical methods for route risk comparison are introduced to help decision makers choose the most appropriate route, thereby providing further confidence in an evaluation of routing alternatives or risk reduction options.

Route risk analysis is often complex and generates results that can be difficult to interpret. The results from quantitative risk assessment are not very helpful if critical information is not properly interpreted and effectively conveyed to the concerned parties. This is one of the most important issues in risk analysis but has received relatively less attention. This study illustrates several new techniques to present, interpret, and communicate risk results more effectively.

Overall, this study aims to develop information on the potential and effectiveness of different risk reduction approaches to facilitate the consideration of the most appropriate option according to the objective of interest of different parties in the railroad hazardous materials transportation supply chain. Part of the findings will help clarify the mutual roles of these parties, including carriers, shippers, and municipalities, and help them develop and implement the most appropriate and effective risk management, reduction, and mitigation options accordingly. Furthermore, the information provided may be useful for regulators and researchers who might be interested in the subjects presented in this dissertation.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Hazardous materials traffic originates and terminates at thousands of locations in North America. Rail shipments of these products are vital to the national economy and a provide substantial source of revenue to the railroads. Rail shipments of hazardous materials steadily increased from 2001, when there were approximately 1.7 million shipments in the U.S. and Canada until 2008, when there were nearly two million (BOE, 2009). About 22% of all U.S. hazardous materials ton-miles are rail shipments – the second highest after truck (U.S. DOT, 2005). Nevertheless, the number of rail hazardous materials incidents is only 6% of highway incidents, indicating the greater safety of rail. However, the consequences in terms of the number of injuries is 72% of highway (PHMSA, 2009), indicating that rail incidents have greater average consequences and illustrating the low frequency-high consequence nature of railroad transportation risk (Barkan, 2006).

Railroads have long placed a high priority on safe transportation of hazardous materials (Aldrich, 2002; Barkan, 2008). Traditionally, this activity focused on product hazard identification, placarding, emergency information and response capability (Moses and Lindstrom, 1993; PHMSA, 2008) and development of special operating practices intended to reduce the likelihood or severity of accidents involving trains transporting hazardous materials (AAR, 1990; Borener et al., 2006). Recent interest in the rail industry has focused on transportation packaging (AAR, 2007; BOE, 2007) in particular enhancing packaging and tank car safety design to reduce transportation risk (Barkan et al., 1991; Freeman and Kleffner, 1997; Saat and Barkan, 2005; Barkan et al., 2007; Jeong and Tyrell, 2008; Ward et al., 2008; Barkan, 2008; Paltrinieri et al., 2009; Saat, 2009). Recent advances in geolocation monitoring and information technologies have introduced sophisticated vehicle tracking systems (Luczak, 2004; Ward, 2008). Expanded deployment of various new wayside defect detection technologies (Resor and Zarembski, 2004; Hawthorne et al., 2005; Tournay and Cummings, 2005; Ouyang et al., 2009) appears to be reducing accident rate (Robert et al., 2009). Track infrastructure upgrade (Saat and Barkan, 2006b; Kawprasert and Barkan (2009a; 2010a-b) is another alternative that could help reduce accident likelihood and consequently risk. In addition, there has been research
on routing as an option for managing hazardous materials risk (Glickman, 1983; Abkowitz, 1989; Saat and Barkan; 2006; Carotenuto et al., 2007; Erkut et al., 2007; Glickman et al., 2007; Kawprasert and Barkan, 2008) and reducing the speed of trains transporting hazardous materials passing through critical areas (The Toronto Area Rail Transportation of Dangerous Goods Task Force, 1988). These approaches have gained increasing attention from municipalities eager to reduce the risk to local residents and analytical attention among researchers studying route planning and management of hazardous materials transportation.

Due to security concerns and several fatal railroad hazardous materials accidents, railroads’ interest in all possible means of reducing hazardous materials transportation risk has intensified in recent years, especially for Toxic Inhalation Hazard (TIH) materials such as chlorine, ammonia and approximately two dozen other chemical products classified as TIHs and shipped by rail (BOE, 2007; PHMSA, 2008). The issuance of PHMSA-RSPA-2004-18730 (HM-232E) – Final Rule, effective December 26, 2008 (U. S. DOT, 2008), requiring U.S. rail carriers to gather information on products, routes, and risk factors related to shipments of TIH materials and to determine the security risks to high-consequence locations, further highlighted route-specific aspects of risk. This has led to a host of questions about how railroads and government should calculate and interpret the route risk results in accordance with various policy and planning objectives, and evaluate the benefits of differing risk reduction strategies.

This dissertation attempts to address certain aspects of these questions. In particular, the quantitative methods for hazardous materials route risk analyses, the assessment of the potential benefits of different hazardous materials transportation risk reduction options, and the effective communication of route risk results are three major areas covered in this dissertation. This study serves several purposes. The first is to quantitatively consider several different options for railroad hazardous materials transportation risk reduction. To achieve this objective, I use operations research (OR) methods and quantitative risk assessment (QRA) to evaluate particular approaches for risk reduction, including rationalization of the rail transportation route structure, track improvement, and management of train operating speeds. In particular, I combine optimization techniques with a risk analysis model and develop a mathematical framework to formally consider and evaluate the potential of these three different approaches. In addition, I also develop an approach to quantify effects of speed on the conditional probability of release and risk estimate.
The second part of this dissertation is focused on improving risk analysis methodology by considering a probabilistic risk model in which the probability of accident is used instead of accident frequency. To facilitate more effective risk management and decision-making, I present several options for route risk comparison and risk communication techniques.

In summary, this dissertation introduces several mathematical frameworks to inform both private and public sector stakeholders regarding cost-effective approaches for reducing hazardous materials transportation risk. It provides tools that can be used to develop necessary information to better inform risk-based decision making. Furthermore, it offers a background for researchers interested in operations research analysis of hazardous materials transportation risk reduction options.

1.2 Organization of Dissertation and Objectives of Study

This dissertation consists of ten chapters. The specific objectives of each chapter in this dissertation are as follows:

1. Introduction (Chapter 1)
   a) Introduce the objectives and problems statements to establishing the basis for this research.
   b) Briefly discuss the essential elements of each chapter in this dissertation and provide a list of potential contributions to the advancement in the field of hazardous materials transportation risk analysis.

2. Review of Railroad Hazardous Materials Risk Analyses (Chapter 2)
   a) Present a review of selected literature and previous studies related to railroad hazardous materials transportation risk assessment, route analysis, decision support tools for risk analysis, and risk communication. Obtain sufficient background and understanding of these subjects, and their importance to industry, government and the public, and establish the basis for this research.
3. Risk Reduction by Rationalization of Hazardous Materials Transportation Rail Route Structure (Chapter 3)
   a) Introduce the concepts of route rationalization for railroad hazardous materials transportation risk reduction. Discuss the salient features of route rationalization and distinguish it from the conventional rerouting approach.
   b) Consider the major factors affecting hazardous materials transportation route risks and develop a simple mathematical programming model in accordance with the route rationalization concepts defined.
   c) Illustrate the capability of the model using a case study of a selected product transported on the U.S. railroad network. Solve the problem and identify alternate shipment flows.
   d) Perform a multiple-scenario analysis using different objective functions to illustrate the applicability of the framework in handling multi-objective decision-making for hazardous materials shipment management and planning.

4. Effects of Train Speed on Hazardous Materials Transportation Route Risk Analysis (Chapter 4)
   a) Develop a technique to account for the effect of train speed on tank car conditional probability of release (CPR) and route risk.
   b) Based on representative shipment route data, calculate route risks using the speed-dependent CPR and compare the risk results with the baseline case in which the average speed CPR is used. Compare and discuss the difference in risk estimates obtained using the two approaches.
   c) Illustrate an application of speed-dependent CPR using a case study on the route infrastructure upgrade problem. In particular, consider the effects of track upgrade on risk, assuming a change in operating speeds after upgrade. For different upgrade strategies, determine the changes in risk as accident rate decreases due to track improvement and CPR increases as a result of higher operating speed, then suggest the strategy that offers the greatest magnitude of risk reduction.
5. Options for Route Infrastructure Improvement for Risk Reduction (Chapter 5)
   a) Develop a mathematical programming model for determining the locations for track infrastructure upgrade to minimize risk given a resource constraint.
   b) Consider different strategies applied to infrastructure improvement and suggest the strategy that will result in the greatest safety benefit in risk reduction.
   c) Perform a preliminary cost-effectiveness analysis to understand a typical pattern of benefit this option may offer under different levels of investment.
   d) Analyze the effect of segment length on the optimization results.

6. Managing Train Speed to Reduce Risk and Optimizing Hazardous Material Transportation Risk Reduction Options (Chapter 6)
   a) Develop a mathematical model to incorporate speed-dependent CPR and determine the locations where train operating speeds should be adjusted to minimize risk and transportation (delay) cost.
   b) Consider different strategies applied to speed management and compare the degree of risk reduction from each strategy.
   c) Develop an integrated framework that takes into account multiple risk-reduction options: reducing speed and upgrading track in a single, multi-objective optimization model.
   d) Apply the above model to consider the most cost-effective risk reduction strategy given a limited annual budget.

7. Probabilistic Risk Model for Route Risk Estimation (Chapter 7)
   a) Discuss an alternative approach for estimating the risk using a probabilistic model based on a Poisson process to describe accident occurrences.
b) Compare the risk estimate obtained with that of the simplified risk model and discuss the differences. Determine whether the probabilistic and the simplified approaches may be used interchangeably.

8. Route Risk Comparison Techniques (Chapter 8)
   a) Discuss different approaches for route risk comparison and explore the potential of statistical techniques that may be applicable when the budget is insufficient to perform risk analysis of the entire network.
   b) Illustrate an application of the comparison techniques using a case study. Discuss how the statistical techniques would help complement the conventional representation of risk using a point estimate and risk-profiles.

9. Communication and Interpretation of Results of Route Risk Analyses (Chapter 9)
   a) Develop the options for more effective interpretation and communication of route risk analysis results so that the critical information is delivered to the concerned parties who most need it. In particular, consider different levels of analyses: route-specific vs. system level (combined routes), and illustrate the use of normalized metrics in the representation of risk results.
   b) Determine which information is most useful to different parties including: railroad carriers, chemical shippers, regulators, local authorities and researchers. Develop the appropriate methods including a geographical comparison and segment level comparison of risk to deliver critical information to these parties accordingly.
   c) Develop the techniques to help risk managers visualize the contribution of risk factors along the route and identify the locations on the shipment network with the highest concentration of risk.
   d) Discuss a framework to help clarify the mutual roles of carriers, shippers and local municipalities regarding cooperative risk management and mitigation.

10. Future Research (Chapter 10)
   a) Provide a brief description of topics for future research.
1.3 Contribution Summary

The potential contributions of my dissertation work to industry, risk analysts, and academics are as follows:

1. Contributions to rail carriers and chemical shippers
   a) Provide a methodology for assessment of hazardous materials transportation route risks at the segment-specific level.
   b) Provide a basic framework to determine the alternatives for distribution of materials in accordance with the objective of interest.
   c) Suggest a more cost-effective strategy for track infrastructure improvement that offers the greatest benefit of risk reduction.
   d) Provide a mathematical model to determine the locations for route infrastructure upgrade to minimize hazardous materials transportation risk under different upgrade policies and a resource constraint.
   e) Provide a mathematical model to facilitate the consideration of train speed management as alternative measure for risk reduction.
   f) Provide an integrated framework to suggest an optimal strategy for hazardous materials transportation risk reduction that minimizes risk and cost, given a limited budget.
   g) Present statistical techniques for risk comparison to facilitate risk-based decision-making.
   h) Develop graphical illustrations to convey critical information from route risk analysis results to risk managers.

2. Contributions to government, policy makers, transportation regulators, municipalities and local authorities
a) Evaluate the potential of risk reduction by rationalization of hazardous materials transportation route structure to facilitate the consideration of this approach as a means of risk reduction.

b) Assess the effectiveness of track infrastructure improvement to deliver information and insight regarding its potential to facilitate strategic risk planning, management, and mitigation.

c) Evaluate the safety benefits and potential impacts of speed reduction of trains carrying hazardous materials.

d) Introduce options for a more effective interpretation and communication of route risk results that are most suitable for different parties in the rail transportation supply chain.

3. Contributions to academics and researchers

a) Introduce the risk-based routing framework for multi-objective analyses of hazardous materials transportation.

b) Develop the relationship between train speed and CPR applicable to the specific safety design features of the tank car. Introduce an application of speed-dependent CPR in risk analysis and modeling and illustrate the advantages of using it over the conventional risk analysis approach in which a single value of average-speed CPR is used.

c) Introduce the mathematical model for track infrastructure improvement to minimize risk and cost given a resource constraint.

d) Introduce the mathematical model that incorporates the speed-dependent CPR and suggest the most cost-effective option for reducing risk by managing train speed under various scenarios.

e) Introduce the mathematical model that incorporates multiple risk-reduction options and determines the optimal strategy that minimizes risk and cost given a resource constraint.
f) Discuss a probabilistic model to estimate risk and multiple derailments in accidents.

g) Develop a basis for comparison of route risks using statistical techniques.

h) Develop various techniques to interpret and communicate the results of route risk analyses.

i) Discuss the need for route segmentation to reduce uncertainty errors in track-segment-specific risk analysis and to obtain better results in track infrastructure improvement decisions.

1.4 Conclusions

My dissertation research aims to evaluate the effectiveness of several different approaches to reduce the risk of railroad transportation of hazardous materials: rationalizing the shipment route structure, improving track infrastructure, and managing operating speeds of trains carrying hazardous materials. Under the routing approach, the route rationalization model framework determines various possible route structures for any particular hazardous materials in accordance with different objectives of interest comprising the minimization of: mileage (car-miles), accident rate, release rate, and risk. Enhancement of route risk estimation is made by considering the effect of train speed on hazardous materials transportation risk analysis. Speed-dependent CPR is developed for incorporation into risk optimization models. The route infrastructure improvement selection model combines the effects of speed and infrastructure upgrade on route risks to suggest a more cost-effective route infrastructure improvement strategy that minimizes risk and cost given a resource constraint. The train speed management model suggests the locations on the network where operating speeds can be managed to improve hazardous materials transportation safety. The combined framework determines the optimal strategy given a set of risk reduction measures and resource. These mathematical model frameworks serve as a tool for enhancing the quality of risk-based decision-making of both public and private sectors.

This research also contributes to advancement in the areas of risk estimation, risk comparison, and risk communication. An alternative, probabilistic approach for risk estimation is discussed. In addition to the conventional route-specific risk information: the point estimates of
risk and the risk profiles, a statistical approach for risk comparison is proposed to provide confidence in risk-based decision making when a complete route risk analysis is not possible. A graphical approach for risk communication is introduced to deliver the most relevant and useful information from route risk analysis results to different parties and help clarify their mutual roles regarding risk reduction options.

The above would help fulfill the needs for the framework, analysis methods and techniques that address the questions regarding different approaches for hazardous materials transportation risk reduction. These developments may be considered for further uses or refinements as appropriate by researchers who are interested in railroad hazardous materials risk analysis and operations research.
CHAPTER 2

REVIEW OF RAILROAD HAZARDOUS MATERIALS RISK ANALYSES

2.1 Introduction

In this chapter, I provide a review of the literature related to the subject of this dissertation. The organization of this chapter includes four main sections. In section 2.1, I review Quantitative Risk Analysis (QRA) studies of hazardous materials transportation to develop a general understanding of this subject. In section 2.2, I focus on the papers related to hazardous materials transportation routing and risk analyses, with special emphasis on rail transportation. Section 2.3 is a review of quantitative estimates of risk parameters. In section 2.5, I focus on Decision Support Systems (DSS) for hazardous materials transportation risk analyses, followed by risk communication in Section 2.6. The materials reviewed in this section provide the critical ideas and the rationale for my research work described in the subsequent chapters.

2.2 Quantitative Risk Analysis and Risk Assessment

The field of Quantitative Risk Analysis (QRA) of hazardous material transportation dates back to the 1970s (NTSB, 1971). Advancements in methodology continue, and research and studies on this subject are ongoing. However, QRA has matured to the point that it is considered an effective tool that is used to inform business and government decisions in a variety of contexts (Kawprasert and Barkan, 2009). In recent years, hazardous materials transportation risk management and mitigation have received considerable interest from the rail industry. This interest is part of the motivation for my study of route risk analyses. In this section, I review literature of completed or ongoing work in this area as it relates to my research. Certain references to particular topics are also cited elsewhere in this dissertation.

2.2.1 QRA Guidelines and Definition of Terms

There are several books that provide useful background of hazardous materials transportation risk analysis and management. Philipson and Napadensky (1982) provide discussion of hazardous materials transportation risk assessment. Covello and Merkhofer (1993) discuss fundamentals for risk assessment and evaluate risk assessment methods used in various
disciplines. The Center for Chemical Process Safety (CCPS) of the American Institute of Chemical Engineers has published a series of books on risk management and analysis (CCPS, 1989; 1995; 2007; 2008). These books are used by rail and chemical industry practitioners, government and academic researchers as a general guide for hazardous materials transportation management. In particular, Guidelines for Chemical Transportation Risk Analysis (CCPS, 1995) describes the methods and techniques used for evaluating the risk of hazardous materials transportation for various modes (Bendixen et al., 1997). It provides a basic framework for risk analysis, along with illustrative examples that are useful for practitioners concerned with various questions on this topic. The second “edition” of this book (CCPS, 2008) is more aptly described as a new book because it provides a more general framework and the common practices for a broad range of transportation practitioners. It focuses more on how the stakeholders in the transportation supply chain, including shippers and carriers, manage their chemical transportation networks by using their existing systems and introduces more qualitative and practical techniques compared to the first edition.

CCPS provides definitions of important terms related to risk analysis, some of which are used extensively in this research. These are:

**Quantitative Risk Analysis (QRA):** “the development of a quantitative estimate of a risk based on engineering evaluation and mathematical techniques for combining estimates of incident consequence and frequencies”

**Risk:** “a measure of human injury, environmental damage, or economic loss in terms of both the incident likelihood and the magnitude of the loss or injury”

**Risk Assessment:** “the process by which the results of a risk analysis are used to make decisions, either through relative ranking of risk reduction strategies or through comparison with risk targets”

**Risk Analysis:** “the development of a quantitative estimate of risk based on engineering evaluation and mathematical techniques for combining estimates of incident consequence and frequencies”

**Risk Reduction:** “development, comparison, and selection of options to reduce risk to a target level, if needed, or as needed”
Another term often found in the literature is Transportation Risk Analysis (TRA), which is defined by CCPS (1995) as “the process of hazard identification followed by numerical evaluation of incident consequences and frequencies, and their combination into an overall measure of risk when applied to transportation of hazardous materials.” In my research, however, the term QRA is commonly used.

2.2.2 QRA Studies of Hazardous Materials Transportation

Hazardous materials transportation risk assessment and analyses are an ongoing subject of interest and have received increasing attention from academia in the past decade. A number of studies on hazardous materials transportation management already existed (Warner et al., 2008). Basic QRA methodologies and their application to hazardous materials transportation are well established (Rhyne, 1994) and therefore represent an effective tool to assess the risk associated with transportation of hazardous materials (Fabiano et al., 2002). Considerable development of operations research (OR) modeling has been placed on QRA of hazardous materials transportation. List et al. (1991) surveyed research on hazardous materials transportation risk analysis, routing / scheduling, and facility location, with a focus on a methodological study on truck and rail. Borysiewicz (2006) summarized a QRA approach for both road and rail hazardous materials transportation. Several books also reviewed the literature on this subject; e.g. Moses and Lindstrom (1993), Saccomanno and Cassidy (1993), Verter and Erkut (1995), and Centrone et al. (2008).

Relatively more attention has been given to QRA of road hazardous materials transportation problems compared to rail problems. In this sub-section, I provide a brief review of selected literature concerning QRA of hazardous materials transportation for both road and rail transportation, with an emphasis on the latter.

Glickman and Rosenfield (1984) formulated models to estimate the risks of hazardous material releases in train derailments. In their study, risks were expressed in terms of the probabilities of fatalities in an accident and the frequency and severity of accidents resulting in fatalities. Different spill sizes and release scenarios were considered.
Glickman and Golding (1991) assessed the risk of transporting spent fuel and nuclear waste using dedicated trains. They found that the costs of dedicated service are marginally greater than those of regular freight service, and that these extra costs may be worthwhile to reduce public opposition and increase levels of trust.

Nicolet-Monnier and Gheorge (1996) outlined a quantitative approach to develop numerical estimates of risk for road and rail transportation. They also provided case studies and discussed a computer-based decision support system for hazardous materials transportation.

Madala (2000) developed a simulation model to analyze routing and risk assessment problems for road hazardous materials transportation. His model accommodates the use of multi-criteria decision-making and applies to hazardous materials transportation in selected Canadian cities.

Brown et al. (2001) described risk assessment methodology and assessed the risks of the selected TIH materials transported by road and rail. Their study provided incident rates and consequence levels of the hazardous materials considered.

Nardini et al. (2003) outlined the methodologies for risk assessment of the transport of methanol by road and rail in a European country.

Glickman and Erkut (2007) performed a risk assessment for hazardous material tank car operation in yard using Association of American Railroads (AAR) data to estimate the probabilities of events.

Verma and Verter (2007) presented rail risk assessment for hazardous materials that are airborne upon an accidental release into the environment. Their analysis framework incorporates the characteristics of vehicles, lading, and transportation volume.

In addition to the QRA, alternative approaches for risk assessment exist. These include the use of the analytical hierarchy process (AHP), fuzzy reasoning in risk analysis (An et al., 2007), route planning (Huang et al., 2004). Another approach is to use subjective evaluation or expert opinion for risk management (Cox, 2007).
2.3 Hazardous Materials Transportation Routing and Risk Analyses

In this section, I provide further reviews of the studies related to hazardous materials routing with focus on rail transportation. The routing problems for road and rail differ to some extent due to different characteristics of these two modes. Rerouting rail hazardous material shipments can be more difficult. Compared to road transport, rail generally has fewer rerouting alternatives (Glickman et al., 2007). That is, rail route alternatives can be more stringent and are subjected to more operating constraints than highway routes. Flexibility of the carrier is needed in determining the best route for operational considerations (Allen and Fronczak, 2007), thereby making rail routing a more challenging option to implement. The trade-off between the level of safety, security risks, and economics is another issue in the recent consideration of rail transportation risk management developments (Abkowitz, 2003; Schoonover; 2006; Abkowitz, 2007). These add to the motivation for conducting research on this subject.

2.3.1 Hazardous Materials Transportation Routing Studies and Policies

The reduction of potential consequences of a railroad release on the general public requires community planning, federal regulation priorities, and commitment to safety (Orr et al., 2001). In this sub-section, I review previous studies and related government policies regarding hazardous materials transportation routing in the North America to obtain background information and understanding.

In 1981, the U.S. Department of Transportation (DOT) carried out a study project on rerouting and speed reduction of hazardous material trains on certain Conrail corridors to determine the effects on operations, costs, and population exposure. The analysis assumed that the shipments through populated areas were prohibited or moved at reduced speed (CONSAD Research Corporation, 1981).

The Toronto Area Rail Transportation of Dangerous Goods Task Force (1988) carried out a comprehensive study of the transportation of dangerous goods by rail. Their study includes a feasibility study on rerouting rail traffic of dangerous goods in the Greater Toronto Area to identify high risk locations and fatality rates. The task force concluded that rerouting was feasible and would reduce risk over the entire system, especially in the high risk segments, but risk reduction alone was not sufficient justification. Both economic and safety benefits should be considered in the context of an integrated and rationalized rail transport system in order to justify this approach.
Glickman (2004) indicated the possibilities of rerouting tank cars carrying hazardous materials to avoid locations with dense population concentrations in six high-threat urban areas in the U.S. using the software PC*HazRoute. His study showed the benefit in terms of a reduction of the number of people potentially exposed to release impacts from -2% to -27%, and the cost in terms of increased mileage from -1% to +19%.

Fronczak (2006) pointed out several issues regarding rerouting of rail hazardous material shipments that may be considered as the drawbacks of this approach. These include possible increased hazardous materials shipment mileage, transfer of risk to the areas where emergency response might not be well prepared, and traffic diversion to the routes with lower infrastructure quality. In addition, railroads may have standards for operating and maintenance practices higher than those stipulated in the regulations, leading to questions about the efficacy of rerouting.

Hazardous materials rerouting may involve increased mileage and the increased likelihood of low consequence events (Barkan, 2006). That is, rerouting hazardous materials traffic from populated areas potentially reduces the risk of high consequence events but may result in more lengthy, circuitous routings (Stehly, 2004), as well as increased transit time, number of yard visits, and number of handling events due to the longer mileage. Risk may be transferred to areas where emergency response might not be as capable. Traffic may be diverted to routes with lower quality infrastructure and, therefore, may be more prone to accident exposure (Barkan, 2006). According to Allen and Fronczak (2007), the best route from a railroad safety perspective may be the one with the least mileage and accident likelihood, rather than the longer route with lower consequence.

After 9/11, security concerns became a much more prevalent transportation consideration. Rerouting or restriction of rail hazardous materials traffic in metropolitan areas has or is being considered in major cities, including Washington, D.C., Baltimore, Boston, Chicago, Cleveland, Las Vegas, and Pittsburg (Fronczak, 2006; NCPC, 2007). Consequently, security is being incorporated into route planning and risk assessment to develop an integrated decision-making framework (Abkowitz, 2003; Murray, 2004; Erkut et al, 2007). This adds new complexity to hazardous materials transportation routing problems, making them even more challenging for government, industry, the public, and researchers.
2.3.2 OR Applications to Hazardous Materials Transportation Route Planning

Hazardous materials transportation route risk analyses often have multiple and conflicting objectives. These may involve finding a way to balance the tradeoff between economics and safety in the most efficient manner to maximize safety benefits, minimize costs, and minimize risk to receptors subjected to certain resources and transportation constraints. Operations research and optimization techniques can help facilitate a more informed and rational simultaneous consideration of these different aspects (Glickman and Khamooshi, 2005).

One of the benefits of using an OR approach to study hazardous materials transportation risk is that the various elements affecting decisions can be incorporated into the objective function or the constraints of the problem. Development of computer technology and optimization software packages makes analysis of complicated routing problems feasible in a timely manner. OR applications played an extensive role in transportation routing problems. In this sub-section, I review the literature related to OR applications to hazardous materials transportation and in particular to rail hazardous materials routing problems.

Research and development on OR applications for rail transportation has been much less than that of highway transportation or aviation. This is somewhat ironic in light of the fact that more hazardous materials transportation is by rail than any other mode. However, in the past decade there has been an increased concern regarding its application in railroad transportation (Cordeau, 1998). OR models on railroad network routing, car assignment, and scheduling have been discussed in the literature, e.g. Assad (1977), Haghani (1987), and Cordeau (1998).

Many OR papers have considered highway hazardous materials transportation route risk analyses. This has provided generalized model formulations of hazardous materials transportation risk management for highway questions. Most of these routing problems are based on multi-objective shortest path algorithm, and these can be adapted to address various rail questions. Articles and studies on truck hazardous materials transportation routing problems and risk analyses include work by Cox (1984), Saccomanno and Chan (1985), Abkowitz and Cheng (1988), Wijeratne et al. (1993), Miller-Hooks and Mahmassani (1998), Erkut and Verter (1998), Huang and Fery (2005), Haghani et al. (2006), Alumur and Kara (2007), Carotenuto et al. (2007), and Dadkar et al. (2008). In addition to these, Erkut (2007) and Erkut et al. (2007)
summarized the literature related to OR applications to hazardous materials transportation, including location and routing analyses. Among these articles and studies, there are a few dedicated to railroad hazardous materials transportation routing problems.

Glickman (1983) quantified the risk associated with railroad hazardous material shipments in terms of expected annual casualties and evaluated aggregate effects of rerouting hazardous materials traffic from populated areas, with and without track infrastructure upgrade. His results showed that some areas would benefit from rerouting, provided that track upgrades were implemented along with rerouting. Based on the network studied, he found that rerouting could reduce population exposure by 25–50%. The financial impacts of operating changes and infrastructure upgrade were not considered in his study.

Saat and Barkan (2006a) presented a comprehensive risk assessment model that enables evaluation of different rail route alternatives for transporting hazardous materials. Their model considers the length of the route, number of shipments, track quality, tank car safety design, chemical-specific exposure, and population density.

Glickman et al. (2007) evaluated the tradeoff between cost and risk of rerouting railroad shipments of hazardous materials. An approximate model was used to quantify railroad hazardous materials transportation risk. In the model, route length and population exposure were used as proxies for cost and risk impacts, respectively. They compared an existing route as a case study to a reduced-risk route and found that there was an opportunity to reduce risk without the need to substantially lengthen the route. This suggested the need for further studies on the cost-effectiveness of railroad hazardous materials rerouting in more detail for specific shipments.

Verma (2009) developed a bi-objective optimization model, incorporating transportation risk and costs in the objective function to address different interests of two stakeholders: regulators and carriers. His model accounts for hazardous materials type, transport costs, train frequency, service, and capacity constraints. Operational details were disregarded. The study provides a set of solutions comprising different combinations of risk and cost based on the particular network studied.
2.4 Development of Numerical Estimates of Risk

QRA involves two processes: estimation of factors affecting risk and calculation of risk using a quantitative model (Erkut and Verter, 1995). In the “traditional” risk model, risk is the product of the probability of incident and the consequence of the incident (Erkut et al., 2007). There are also several alternative models that may be used to describe risk (Erkut and Verter, 1998; Erkut and Ingolfsson, 2005). All models, however, rely on estimation of the same two basic components: the probability and the consequence of the incident. In the context of railroad hazardous materials transportation risk, the first component includes the estimation of the probability of a hazardous material release, which is the product of a series of probabilities (Woodward, 1989), i.e. accident rate, probability of car derailment given a train accident, and probability of a hazardous materials release in an accident. The second component concerns the estimation of effects from the hazardous material release. There are various metrics for this, such as the number of fatalities, the number of persons exposed to a release, environmental impact, damage costs, etc. In this section, I focus on literature and studies on estimation of risk parameters of these two components of the QRA model.

2.4.1 Accident Rates and Release Rates

Nayak et al. (1983) developed the procedures for evaluating the probability and impacts of hazardous material accidents in rail transportation and, for the first time, quantified the correlation between the Federal Railroad Administration (FRA) track classes, accident frequencies, and the effect of train speed on accident severity. The analysis focused on track-caused accidents and quantitative estimates were provided in terms of the amount of hazardous material released per accident and the area affected by the releases.

Phillips and Role (1989) described the types of tank cars and their performance in accidents for selected hazardous materials commodities over the 22-year period (1965-1986). In their report, the lading loss data were presented for pressure and non-pressure cars by year and cause of accident. The effectiveness of shelf couplers and head shields on preventing head punctures was specifically considered as well.
Treichel and Barkan (1993) investigated the relationship between track classes and accident probability and severity in the context of QRA modeling. Following Nayak et al. (1983), they developed both “numerator” and “denominator” data enabling calculations of track-class-specific accident rates for use as a proxy for track quality in risk analysis. They developed accident and derailment rates for U.S. Class-1 railroads and also developed estimates of the average number of cars derailed in mainline freight train accidents by track class and train speed. They mentioned that the conditional probability of release, given a derailment, and the expected quantity spilled, given a release, increase with train speed and track class. Therefore, the risk on a specific track class should not be inferred from accident rates alone but should take into account other factors to allow better estimation of track-class-specific risk.

CCPS (1995) suggested quantitative estimates of various risk parameters, including derailment and accident frequencies for specific track classes, the probability of car derailment given an accident, release probabilities, and the effects of speed on the number of cars derailed and on the release probabilities.

Dennis (1996) provided statistics on accident rate and probability of release given an accident during the 13-year period (1982–1994). The rates, however, were not analyzed by specific track class. He also studied the costs incurred as a result of the presence of hazardous materials and developed risk costs associated with railroad hazardous materials transportation.

Arthur D. Little, Inc. (1996) provided track-class-specific train accident and car derailment rates for railroad hazardous materials transportation risk analysis, based on Treichel and Barkan (1993). This report also quantified the benefits of various risk reduction options.

Dennis (2002) studied the changes in railroad accident rates from 1983 to 1994. The rate declined substantially following the economic deregulation of railroads. He assessed the significance of various factors that affected this and concluded that railroad track investment had a statistically significant effect on the decline, while federal regulation had a statistically insignificant effect on the reduction of track accidents. Furthermore, there was not a statistically significant acceleration or deceleration in the rate of change of the accident rates over the period studied.
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Anderson and Barkan (2004) used Treichel and Barkan’s (1993) results, combined with updated FRA accident data, to develop updated estimates of track-class-specific accident rates. They also conducted sensitivity analyses in order to understand possible track-class-specific change.

Treichel et al. (2006) described a comprehensive statistical analysis of tank car safety performance in FRA-reportable accidents. This study provides regression formulae that can be used to estimate the accident performance of each car configuration and certain major tank car design elements. The report includes statistics on conditional probability of release (CPR) for both mainline and yard accidents, as well as quantity loss amounts and the effect of accident speed on CPR for non-pressure and pressure tank cars.

2.4.2 Consequence of Release

The consequence of a hazardous material release in an accident can be expressed using several metrics, such as human impact (i.e. the number of injuries or fatalities, the number of persons potentially exposed to a release), monetary unit (i.e. costs) due to property damage, environmental change, and litigation or other forms of financial impact. The following is a brief review of some of the literature related to hazardous materials consequence estimation and modeling.

Birk et al. (1990a, 1990b) developed a computer program to simulate the consequences of a train derailment accident. The program used several models that accounted for train derailment mechanics, flammable liquid spills, fire effects on remote targets, fire impingement on tank cars carrying dangerous commodities, explosion blast over-pressure and thermal radiation, and heavy plume and puff dispersion.

Brown et al. (2000; 2005; 2009) described the development of the values in the table of initial isolation and protective action distances used in the Emergency Response Guidebook (ERG), which is jointly developed by the U.S. Department of Transportation, Transport Canada, and the Secretariat of Communications and Transportation of Mexico (PHMSA, 2004; PHMSA, 2008). The ERG is designed for use by first responders to determine the appropriate level of action during the initial stages of a hazardous materials transportation incident (Brown and Dunn, 2007). It also provides initial isolation and protective action distances for consideration in the event of a hazardous materials release for specific chemicals and scenarios of release. More
recently, it has been used as a measure of the relative impact of different hazardous materials (Saat, 2009).

Kara et al. (2003) pointed out that using a Geographic Information System (GIS) to compute consequence with population density data may overestimate the population exposure if an algorithm or computation process double-counts the population in an overlapped exposure area of two or more intersecting route segments. Consequently, it may result in the selection of a suboptimal path. They proposed an approach to this problem by developing an algorithm to allow better estimation of population exposure in the transportation network.

Hanna et al. (2008) tested different gas dispersion models that have been widely used to calculate downwind chlorine gas concentrations. The test used the scenarios of release that occurred in Festus, MO; Macdona, TX; and Graniteville, SC. They concluded that the models evaluated closely agreed in the estimates of downwind dispersion when given the same source emission terms for the scenarios and assumed conditions.

Other than human population units, risk consequences can also be expressed in monetary units, i.e. risk cost. The following are some information sources on cost estimation that may be useful in hazardous materials risk analyses.

In January 1993, the U.S. DOT adopted a guidance memorandum called "Treatment of Value of Life and Injuries in Preparing Economic Evaluations", with recommended economic values to be used in the departmental regulatory and investment analyses. Viscusi and Aldy (2003) provided a comprehensive review of the value of statistical life (VSL). They also provided a detailed discussion of the policy applications of VSL estimates and other related issues. Alberini (2005) explained that the VSL is the rate at which people are prepared to trade off income for a reduction in their risk of dying, and that it is a key input in computing the mortality benefits of environmental and safety policies that save lives. In short, VSL is the trade-off between money and fatality risks (Viscusi and Aldy, 2003). According to the U.S. DOT (2008), the current estimate of the VSL in the U.S. is $5.8 million.

2.5 Decision Support Systems for Hazardous Materials Transportation Risk Analyses

A Decision Support System (DSS) may facilitate hazardous materials transportation risk management by integrating vehicle routing and emergency response planning decisions (Zografos and Androutsopoulos, 2005). The DSS for hazardous materials transportation includes network modeling, routing software, and GIS application. These systems can be used in
hazardous materials transportation route planning and risk analyses (Chin et al., 2006). In this section, I highlight some studies and literature about the development and application of DSS in hazardous materials transportation risk analyses.

2.5.1 Transportation Network Model

There are several large-scale transportation network models that can be used for route analyses. The Princeton Transportation Network Model (PTNM) (ALK, 1988) is one such model and it uses the Surface Transportation Board (STB) carload waybill sample data to generate the traffic flow map (Kornhauser and Bodden, 1983; Lorig, 2002). It contains over 23,000 links and 43,000 nodes in the North American rail network. A useful feature is that both traffic volume and flow direction can be conveniently displayed on the map (Kawprasert and Barkan, 2008). Previous UIUC railroad engineering program research that has used PTNM includes Day (2002) study of seismic impact on the Midwestern rail network and Anand (2006) study of environmental risk of hazardous materials transportation. I found PTNM to be a useful tool for understanding hazardous material traffic patterns of Toxic Inhalation Hazard (TIH) materials and Environmentally Sensitive Chemicals (ESC).

There are also other network models for freight transportation analyses, including the CACI multimodal Transportation Network Model (TNM) of the University of Pennsylvania/Argonne Lab, the Freight Network Equilibrium Model (FNEM), and the Generalized Spatial Price Equilibrium Model (GSPEM). Munshi and Sullivan (1989) reviewed and described the basic features and algorithms of these transportation network models.

2.5.2 Rail Routing Software

INTERLINE is a rail routing model developed by the Oak Ridge National Laboratory (ORNL) to investigate potential routes for transporting radioactive materials. INTERLINE Version 5.0 routing algorithms have the ability to predict alternative routes, barge routes, and population statistics for any route. Its transportation network contains the U.S. rail network of over 15,000 rail and barge links and over 13,000 stations, interchange points, ports, and other locations (nodes). All rail lines, with the exception of industrial spurs, are included in the INTERLINE network (Johnson et al., 1993). This software has been later superseded by TRAGIS.
PC*HazRoute is a decision support system developed by ALK Associates (ALK, 1994) that offers objective and scientific analysis of the risk of shipping hazardous materials over the U.S. highway and railroad network. Its database includes population data as well as accident probabilities. For a given origin-destination (OD), the software can find the routes that minimize route length, accident probability, release incident probability, total population exposure, and risk (Erkut and Glickman, 1997; Erkut and Verter, 1998). Examples of recent research in which this software had been used include Kara et al. (2003) and Erkut and Ingolfsson (2005).

PC*MILER | Rail (ALK, 2006) is a point-to-point rail routing and mileage software that contains the North American rail network of over 240,000 miles, 49,856 active freight stations, 699 rail carriers, and over 3,600 unique junction interchanges. It allows the user to determine the routes based on specified OD pairs and rail carriers, with routing options including shortest, practical, intermodal, coal/bulk, and auto rack train routes. The detailed algorithms or route formulae for each routing option are not disclosed. According to software Help documentation, “the practical routings are based on mileage as well as on the mainline/branchline code to simulate most likely movements of general merchandise traffic; the shortest routes minimize the distance between two points; intermodal, coal/bulk, or auto racks may be used to determine the exceptional routings that these types of trains sometimes require.” I made extensive use of this software in my research (Kawprasert and Barkan, 2008; 2009), and it has been used in several other hazardous materials risk analysis projects at UIUC. Its network database is more up-to-date than PTNM. One of the significant features of PC*MILER | Rail is that it can generate a detailed geocode report that contains the list of locations enroute that can be used in the consequence analysis with GIS.

2.5.3 Geographic Information Systems

Geographic Information Systems (GIS) have been widely used in the field of transportation. Transportation applications of GIS are often referred to as GIS-T (Waters, 1999; Goodchild, 2000). Application of GIS is also widely used in risk analysis of transportation of hazardous materials (Lepofsky et al., 1993; Panwhar et al., 2000). It enables improved decision support in managing transportation safety (Abkowitz et al., 1990). In particular, it helps facilitate the process of consequence estimation to identify the potential receptors along hazardous materials
shipment routes. GIS is well suited for design and management of hazardous materials routes because of its ability to integrate multiple data themes and data sources into an operational information system (Frank et al., 2000).

Phanwar et al. (2000) described a probabilistic risk assessment framework, in which GIS is incorporated to perform spatial analyses and to assist in the optimization procedure. In particular, the Network Analyst, which is one of the extensions of ArcView GIS, was used to determine the route for road transportation of hazardous materials. In their study, the risk for each segment was calculated, then the optimized route for transportation of hazardous materials was determined.

Verter and Kara (2001) developed a GIS-based model for truck shipment of hazardous materials on the Canadian highway network and evaluated the risks associated with routing alternatives, i.e. the routes that minimize distance, probability of incident, population exposure, and expected number of people to be evacuated in case of an incident.

A number of studies over the past decade have used GIS for rail hazardous materials transportation route risk analyses. These include Lovett et al. (1997), Zhang et al. (2000), Bubbico et al. (2004), and Glickman and Evans (2008).

2.5.4 Transportation Routing Analysis Geographic Information System (TRAGIS)

The Transportation Routing Analysis Geographic Information System (TRAGIS) (Johnson, 1995) is a GIS-based transportation and analysis model, first developed in 1995 by the Oak Ridge National Laboratory of the U.S. Department of Energy (DOE). It has a comprehensive transportation network, including rail, truck, and waterways and has a user interface to graphically display the calculated routes. The TRAGIS output can be used as source data for other risk analysis models, such as RISKIND (Yuan et al., 1995) and RADTRAN (Neuhauser and Kanipe, 2000). The web-based version of TRAGIS, WebTRAGIS (Johnson and Michelhaugh, 2003), was developed to be accessible over the World Wide Web. The WebTRAGIS home page is located at https://tragis.ornl.gov/ (last accessed May 30, 2009). TRAGIS replaced its original routing models, HIGHWAY and INTERLINE, that were previously developed by ORNL. Further review of these computerized tools for risk assessment of the U.S. DOE was provided by Chen and Kapoor (2003).
Recent development of TRAGIS includes the Rail Routing and Visualization Application (RRVA) (Johnson, 2006). According to Peterson and Church (2007), RRVA is a rail-specific extension to TRAGIS and uses a 1:100,000 scale railroad network developed by the Federal Railroad Administration (FRA). The network consists of over 24,000 nodes and 28,000 link segments contained within 97 sub-networks. These networks identify the various railroads, railroad operators, owners, and trackage rights that comprise the available rail track mileage for each US railroad. RRVA, however, does not account for the consequences of release of a particular material or the probability of a release (Hartong et al., 2007).

2.6 Hazardous Materials Transportation Risk Communication

According to Minor and Abkowitz (2004), risk communication is an integral part of the risk management process. It helps people understand vulnerabilities and informs them of potential protective actions. There have been a number of research studies on hazardous materials risk analyses and assessment, while risk communication, which is vitally important in distribution risk management, is often overlooked and undervalued (Stehly, 2004). The challenge for risk communication is that those potentially affected by hazardous materials transportation risks include a variety of stakeholders and a diverse audience (Minor and Abkowitz, 2004). One of the fundamental problems in communicating risk information is that the public may not interpret risk in the same way as engineers and risk analysts (Vrouwenvelder et al., 2001). The public will often have different educational backgrounds, perspectives, or objectives of interest regarding risk management.

Traditionally, the results from the QRA are presented in the form of numerical risk estimates and risk profiles or F-N curves (Bedford, 2005). Today, modern computer technology has helped enhance the representation of numerical risk results and, therefore, facilitates risk communication. A decision support system for hazardous materials transportation is usually designed for the involvement of stakeholders at all stages in the corresponding risk analysis process and helps improve the risk assessment process by providing appropriate visualization of the results with different levels of information (Gheorghe et al., 2005). For example, some of this information is spatial in nature and, is, best communicated in the form of maps (Fedra, 1998). This kind of information can be visualized geographically on the transportation network with the help of GIS data and tools.
2.7 Conclusions

A number of risk reduction approaches have been studied for rail hazardous materials transportation. These range from routing, packaging design, infrastructure upgrade, vehicle tracking, and operation changes, to rail asset health monitoring. The majority of the literature cited in this chapter is related to hazardous materials route risk analyses, corresponding to the main theme of this dissertation. While a considerable number of studies, including my work in this dissertation, focus on a single risk reduction option, it is important to note that these will generally be only one of a variety of elements in the broader scope of transportation safety. Furthermore, each option may have its own potential benefits and drawbacks, depending on the objective of interest and particular stakeholders. For example, improving packages will not eliminate traffic movement through populated areas, and rerouting will always involve transfer of risks. To obtain the most benefits from risk reduction, several aspects need to be considered and integrated to improve the overall safety and security of rail transportation. Ultimately, these will require mutual cooperation among stakeholders – operators, regulators, and researchers. The research I will present in the following chapters attempts to begin the process of integrating different railroad hazardous materials transportation risk reduction options and more effectively communicating and interpreting the results so as to facilitate this process.
CHAPTER 3

RISK REDUCTION BY RATIONALIZATION OF HAZARDOUS MATERIALS
TRANSPORTATION ROUTE STRUCTURE


3.1 Introduction

Hazardous materials traffic originates and terminates at numerous locations throughout the North American railroad network. Rerouting of this traffic, especially Toxic Inhalation Hazard (TIH) materials, away from populated areas has received considerable attention in recent years as a means of reducing risk. However, rerouting on a route specific basis is neither simple nor necessarily effective at reducing risk because of physical constraints in the configuration of the rail network and the possible need to increase the mileage traveled by hazardous materials to avoid populated areas. A more comprehensive approach is rationalization of the transportation route structure for these materials. This does not simply involve trying to reroute traffic between the current set of origins and destinations to avoid population centers en-route. Instead, route rationalization encompasses analysis of the entire route structure for a particular material. The objective is to identify opportunities to reduce risk by considering critical factors associated with each possible route, while simultaneously taking into account the production and consumption levels at each location in the network.

To formally consider risk reduction by means of rationalization of the hazardous materials transportation rail route structure, I combined a risk analysis model with an optimization technique to develop a route rationalization model. This model is flexible and enables optimization of the route structure based on a variety of objective functions including minimization of: mileage traveled, accident (derailment) frequency, likelihood of release, population exposure, and risk. The route rationalization approach encompasses analysis of the entire route structure for a particular material. The route rationalization model is used to illustrate a potential risk reduction for one particular hazardous material being transported over the U.S. rail network. I evaluate the degree of risk reduction using different objective functions and provide a comparison of various analysis scenarios.
3.2 Basic Concepts

3.2.1 Overview of Route Rationalization

Route rationalization is defined as the evaluation of the entire route structure of a particular hazardous material with the objective of reducing risk by considering how the overall route mileage might be reduced. The route rationalization concept considers changing origin and destination (O-D) pairs to take advantage of shorter distances between particular production and consumption centers, while considering the likelihood of an accident, hazardous material release, and exposure to people simultaneously in one single model. It involves a comprehensive analysis of the entire route structure, rather than simply bypassing particular locations in a network. The key distinction is that simple rerouting may often increase total hazardous material mileage traveled, whereas route rationalization involves changing O-D pairs to reduce overall mileage, while taking into account production and consumption levels at each O-D pair and considering all major factors affecting risk.

Based on route rationalization concept above, I introduce a mathematical model – the route rationalization mode – which is an optimization model with the objective of evaluating the route structure of a particular material so as to minimize several objective functions, including car-miles, frequency of derailment, and risk. The problem is similar to a traditional operations research topic known as the transportation problem (Wagner, 1975) but is modified to account for the different objective functions. The model and results represent a simple case that is intended to facilitate the consideration of the approach presented. In practice, there may often be more constraints on the ability of rail carriers or chemical manufacturers to make changes in distribution patterns. This work is not intended to suggest that such changes are easy or feasible in all cases. Instead, the purpose is to provide a structure and illustrative example to enhance evaluation of route rationalization as a possible risk management strategy.

This chapter has several goals in support of the objective described above. One is to develop and present a formal quantitative structure to enable the consideration of route rationalization as an option for managing hazardous materials transportation risk. The basic structure provides a framework to which additional constraints and factors can be added if more specificity or realism is desired. It can also help risk managers better understand the types of
information needed and the factors to be considered if they wish to evaluate this option. Another is to use the model to consider a case study based on rail transport of an actual TIH. In addition to illustrating the model, it provides insight into the potential for risk reduction through use of this approach.

A preliminary consideration of the effect of different risk metrics on the objective functions in the optimization process is introduced through model application. This is of potential use to both researchers and practitioners because different metrics may be more or less difficult to develop in different situations. Understanding the relationship of these metrics to one another may yield insight into their likely effect on risk in cases where complete information is unavailable.

3.2.2 Consideration of a Traffic-routing Problem

Hazardous materials traffic originates and terminates at many different locations in the North American railroad network. Flows of a particular hazardous material, including TIHs, may involve less than a half dozen origin and destination points or many hundreds of different points throughout the network. To illustrate the concept of route rationalization, I considered a simple example of a traffic-routing problem (Figure 3.1a). Material produced at X and Y is shipped from X to Y, X to Z, and Y to X.

Route rationalization involves reducing transportation volume by minimizing the car-mileage required to transport the material to various destination points. This is manifested in two basic ways: either by eliminating or reducing flows to locations that also produce and ship material or by rerouting so that material is shipped to the nearest destination (Figure 3.1b). The computational complexity of the problem is related to the number of O-D pairs, but the basic analytical methodology is the same. In the simple example illustrated in Figure 3.1b, material produced at X is consumed at X rather than being shipped to Y, and, similarly, material produced at Y is consumed at Y. In addition, material produced at X and consumed at Z is instead supplied from Y because it is closer.
3.3 Case Study

I considered a set of traffic flows based on a particular hazardous material transported on the North American railroad network. The portion of the network considered comprised six different locations (Figure 3.2), with the annual carloads and car-miles on each link in the network. The route mileage between these locations was determined using the rail routing software PC*MILER|Rail 13. I used the Princeton Transportation Network Model (PTNM) to develop maps of the traffic volume and directional flow; however, some other railroad network models can also be used for this purpose (Munshi & Sullivan, 1989). After the route mileage is determined, the car-miles are calculated for each O-D flow by multiplying the number of carloads by the mileage. In Figure 3.2 and subsequent flow diagrams, the numbers in italic represent carloads and the others represent car-miles.

Figure 3.1: Simple Transportation Network for a Hazardous Material
(A) Without Route Rationalization and (B) With Route Rationalization

Figure 3.2: Schematic Diagram of Baseline Network Flow for the Case Study
3.4 Model Formulation

To rationalize this traffic flow pattern, I first assume that population exposure, derailment frequency, and other factors potentially affecting risk are homogenous across the entire route structure. Under these simplifying assumptions, risk will be proportional to the length of the route and the number of cars shipped. In this case, the problem reduces to the basic transportation problem in which the objective function is minimization of car-miles. This is synonymous with minimizing risk, while holding shipment volume at each origin and destination constant.

Accordingly, I formulate the model to determine the alternative traffic flow. The objective function is initially set up to minimize total car-miles of hazardous material shipments, with the constraint that incoming and outgoing traffic is held constant for each origin and destination. The constraint can be treated as demand and supply requirements at each location. The problem for minimizing total car-miles is formulated as follows:

\[
\text{Minimize total car-miles } = \sum_{od} m_{od} L_{od}
\]  

subject to:

\[
\sum_{o} m_{od} = M_d, \quad \forall d
\]

\[
\sum_{d} m_{od} = M_o, \quad \forall o
\]

and

\[
m_{od} : \text{non-negative integer,} \quad \forall o, \forall d
\]

where:

- \( m_{od} \) = shipments (carloads) between origin \( o \) and destination \( d \)
- \( L_{od} \) = mileage from origin \( o \) to destination \( d \)
- \( M_d \) = total shipments (carloads) to destination \( d \)
- \( M_o \) = total shipments (carloads) from origin \( o \)

The above model is an integer programming (IP) since \( m \) is always an integer but the model can be solved using a linear programming (LP). The optimal network flow in which the total car-miles are minimized (Figure 3.3) can be found by solving the above problem. Using the General Algebraic Modeling System (GAMS, 2007), the optimal solution yields 96,121 car-miles, which is 32.5 percent less than the original total of 142,339 car-miles.
In reality, the assumptions made under this section are too simplistic because there is considerable heterogeneity in various important factors affecting risk along the routes where hazardous materials are shipped, notably accident rates and population exposure. Furthermore, different decisions and policies may require differing consideration of various factors. Accordingly, the model must be capable of accounting for these if it is to provide useful results. Later, I will modify the transportation problem above to incorporate risk analysis parameters into the optimization model.

### 3.5 Risk Modeling and Quantitative Risk Assessment

#### 3.5.1 Risk Model Formulation

The results presented in the previous section show the effect of route rationalization on reducing car-miles. However, this does not guarantee risk reduction. The alternative network flow in which car-miles are minimized may or may not have lower risk compared to the baseline traffic flow. In other words, the route that minimizes car-miles does not always have risk minimized because the alternate, shorter routes may have a higher population density or accident rate. Therefore, a more sophisticated risk analysis needs to be conducted to determine other possible alternatives to minimize risk.

In this section, I discuss the formulation of a model for estimation of the risk associated with rail shipments of hazardous materials. The risk analysis is performed using a quantitative risk
assessment (QRA) model to develop numerical estimates of the risk (CCPS, 1995). To begin with risk model formulation, I consider the traditional definition of risk. NTSB (1971) describes risk as the function of probability of system failure and the severity of losses from the system failure, i.e.

\[ \text{Risk} = f(P_f, C_f) \]  
\[ \text{where:} \]
\[ P_f = \text{the probability of system failure} \]
\[ C_f = \text{the severity of the losses from the system failure} \]

In the context of railroad hazardous materials transportation, risk is the product of the frequency of a release incident and the consequence of that incident (CCPS, 1995).

\[ S = F \times C \]  
\[ \text{where:} \]
\[ F = \text{the frequency of release incident} \]
\[ C = \text{the consequence of the release} \]

More specifically, the frequency is the product of the accident rate and a series of incident probabilities, i.e.

\[ F = Z \times V \times L \times K \times W \]  
\[ \text{where:} \]
\[ Z = \text{accident rate (cars derailed per car-mile)} \]
\[ V = \text{annual shipments (carloads)} \]
\[ L = \text{mileage or segment length (mile)} \]
\[ K = \text{conditional probability of a specific scenario given release in accident} \]
\[ W = \text{conditional probability of release given accident} \]

The consequence, C, is the impact of release. There are several models available for estimation of the consequence of hazardous material releases. One is to use the U.S. Department of Transportation (DOT) Emergency Response Guidebook (ERG) hazard exposure model (PHMSA, 2008; Brown et al., 2009) to estimate the consequence of a release. The ERG recommended initial isolation and/or protective action (downwind) distances that can be used to estimate the area where people need to be evacuated or sheltered in place in the event of a hazardous material release corresponding to the material and scenario of release considered, thus,

\[ C = D \times A \]  
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where:

\[ D = \text{population density (persons per square mile)} \]
\[ A = \text{affected area per the U.S. DOT ERG recommendation (square mile)} \]

The risk metric corresponding to Eq. (3.7) and (3.8) is the number of persons potentially subject to evacuation or sheltering in place as a result of hazardous material release. The risk model can be written as:

\[ S = Z \times V \times L \times K \times W \times D \times A \]  
(3.9)

where:

\[ S = \text{annual risk (persons affected per year)} \]

The risk analysis framework can be summarized as shown in the diagram in Figure 3.4. This diagram provides an overview of the principal input factors and the relationships of factors that influence hazardous materials transportation risk in general.

In Figure 3.4, the shaded ellipses represent the major factors affecting hazardous materials transportation decision: the route to be chosen, the type of cars to be used, the product to be transported, and the amount of product to be shipped. These can be considered as independent variables. Population distribution, property, and environment along the shipment route, mileage, track infrastructure conditions, and operating conditions on the track, such as speed limit, represent characteristics of the routes. Operating conditions are sometimes limited by track infrastructure conditions; for example, lower quality of track may require trains to operate at lower speed. Consequently, speed affects the likelihood of a release if a derailment occurs. Tank car safety design affects both the conditional probability of release (CPR) and the probability distribution of release sizes. Different products have differing degrees of hazard and may require different types of tank cars with different performance in accident. The quantity of release affects the hazard exposure. Multiplication of the frequency of accident and the conditional probability of release gives the frequency of release incident. The possible damage to people, property and environment, and the area exposed to damage is the measure for the consequence of the release. Finally, risk is estimated from the multiplication of the frequency of release incident and the consequence of the incident.
Figure 3.4: Factors and Relationships Influencing Hazardous Materials Transportation Risk

Figure 3.5 shows a diagram of the possible events and the outcomes. This illustrates the basic framework of rail hazardous materials transportation risk analysis.

Figure 3.5: Events and Consequences Associated with Railroad Hazardous Materials Transportation Risk
3.5.2 Estimation of Risk Parameters

3.5.2.1 Route Segmentation

In QRA of railroad hazardous materials transportation, different levels of analysis can be performed depending on the degree of precision required for the problem under consideration. For example, accident rate and population density may be accounted for at the route level or track segment level. In this study I consider track-segment-specific parameters in the risk analysis model formulation. Rail routing software and Geographic Information System (GIS) application are used to facilitate segment-specific risk analysis.

First, based on the O-D pairs considered, I use PC*MILER|Rail 13 to determine the intermediate location points along the shipment routes. Then, using ESRI ArcMap 9.2, the route map layer was created for both the baseline and alternate route patterns using the U.S. DOT national railroad network data (BTS, 2007). The route created is divided into segments, indicated by link ID in the network (Figure 3.6). The length of track segments can be directly obtained from the GIS data.

![Figure 3.6: Example of Rail Segmentation Using GIS Application](image-url)
3.5.2.2 Track Class-specific Accident Rates

For the purpose of illustrating the effect of differential accident rates in the model, I developed a proxy variable to estimate FRA track class based on the type of traffic control system listed in the U.S. DOT GIS database. The traffic control system is roughly correlated with allowable train speed and is available in digital a database from the U.S. rail network (BTS, 2007). Train speed reflects FRA track class (Table 3.1), which has been shown to be correlated with railroad accident rates (Nayak et al., 1983). Nevertheless, if data on the actual FRA track classes or other more direct metrics of train accident rates are available for a particular set of routes, these could easily be substituted in the analysis.

Table 3.1. FRA track class and maximum allowable operating speed for freight trains.

<table>
<thead>
<tr>
<th>Track Class</th>
<th>Maximum Speed (mph)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excepted track</td>
<td>10</td>
</tr>
<tr>
<td>Class 1 track</td>
<td>10</td>
</tr>
<tr>
<td>Class 2 track</td>
<td>25</td>
</tr>
<tr>
<td>Class 3 track</td>
<td>40</td>
</tr>
<tr>
<td>Class 4 track</td>
<td>60</td>
</tr>
<tr>
<td>Class 5 track</td>
<td>80</td>
</tr>
</tbody>
</table>

Source: § 213.9 (FRA, 2003)

The accident rates can be determined from previous statistics for individual track segments or other segments determined to have similar characteristics. Here I determine track segment-specific accident rates based on the inferred FRA track classes and the corresponding track class-specific accident rates developed by Anderson and Barkan (2004). These accident rates are provided in several metrics (Table 3.2). In this study, I use the number of cars derailed per billion freight car-miles. I assume that the likelihood of a hazardous material tank car derailing in an accident is independent of the type of material being transported (Anand, 2006).
Table 3.2. Accident rates by FRA track class for class-1 mainline freight train.

<table>
<thead>
<tr>
<th>FRA Track Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5 &amp; 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Derailments per million freight train miles</td>
<td>48.54</td>
<td>6.06</td>
<td>2.04</td>
<td>0.53</td>
<td>0.32</td>
</tr>
<tr>
<td>Derailments per billion freight car miles</td>
<td>720.1</td>
<td>92.7</td>
<td>31.5</td>
<td>7.8</td>
<td>4.9</td>
</tr>
<tr>
<td>Cars derailed per billion freight car miles</td>
<td>3,979</td>
<td>726</td>
<td>300</td>
<td>77</td>
<td>42</td>
</tr>
</tbody>
</table>


3.5.2.3 Conditional Probability of Release

According to Treichel et al. (2006), the principal elements affecting tank car safety performance are tank head, tank shell, top fittings, and bottom fittings (Figure 3.7).

For this particular study, I assumed that only one type of tank car is used to transport the material, a DOT 105J300W pressure car with steel jacket, insulation, full-height head shields, and a tank thickness of 0.6875 inches. However, if several types of cars are used, but the effect of the different design characteristics and the distribution of release sizes are not of interest, the aggregated conditional probability can be computed using the weighted mean of the different car types’ conditional probabilities (Kawprasert and Barkan, 2008). I also assumed that there will be no release if there is no derailment.
The conditional probability of release (CPR) of the tank car considered, given that it is derailed in a FRA-reportable mainline accident, can be estimated using the data developed by Treichel et al. (2006), which take into account the design characteristics of the tank car. Accordingly, the tank car CPR is estimated to be 0.0691. At this stage, I assume a single value of CPR applies to all train speeds as has been normal practice in most hazardous materials transportation risk analyses.

3.5.2.4 Probability Distribution of Specific Scenario of Releases

The level of consequence depends on the quantity released to the environment, which may vary with the severity of the accident and the atmospheric conditions. To account for possible degrees of consequence with respect to different scenarios of release, such as spill size (small or large), fire involvement (with or without fire), and time of day (daytime or nighttime), the conditional probability of a specific scenario of release is incorporated in the risk model in Eq. (3.9).

For the material analyzed, I considered four different release scenarios: small and large daytime spills, and small and large nighttime spills. I defined large spills as those in which more than five percent of the tank car’s contents are lost (Saat and Barkan, 2006). The proportions of spill sizes were obtained from the distribution of quantity of lading loss for pressure cars in mainline accidents by Treichel et al. (2006). These are 0.2213 and 0.7787 for small and large spills, respectively. In this analysis, I assumed that shipments travel in daytime or nighttime with equal likelihood. Therefore, the proportions of daytime and nighttime release scenarios are 50 percent each for day and night, or 0.1106 each for daytime/nighttime small spills and 0.3894 each for daytime/nighttime large spills.

3.5.2.5 Consequence Estimation

To determine the affected area where people need to be evacuated or sheltered in place for a specific scenario of release, I consulted the 2008 U.S. DOT ERG. The guidelines provided in the ERG are developed and periodically updated by the U.S. DOT. The ERG recommends initial isolation and protective action (downwind) distances for specific chemicals and scenarios of release for emergency response personnel to consider in the event of hazardous material release (Figure 3.8 and Table 3.3). These distances are determined using a statistical model that incorporates sophisticated emission rate and dispersion models, historical release incident data, meteorological observations in North America, and current toxicological exposure guidelines (PHMSA, 2008; Brown et al., 2009).
Figure 3.8: The U.S. DOT ERG Hazard Exposure Model

The ERG is widely used by the emergency response community, so it should be reasonably correlated with the events likely to occur in an actual hazardous materials spill. Furthermore, the costs in spill accidents are driven to some degree by the extent of the evacuation, so use of the ERG-affected area as a metric for consequences provides some insight regarding relative expense. The ERG guidelines do not reflect injuries or fatalities due to a release. Instead, they enable a relative comparison in terms of the number of people who might be affected by a release. The ERG guidelines are generally considered conservative and probably lead to overestimation of the number of people who will actually be affected. This is more likely to affect absolute estimates of risk than the relative estimates that are important in the analyses considered, so it represents a satisfactory metric for use in this analysis.

The affected areas for different atmospheric conditions and release sizes for the material analyzed are then calculated using the ERG distances in Table 3.3 and Figure 3.8. The affected area equals half of the area of the circle represented by the initial isolation zone plus the area of the square represented by the protective action zone. For example, for daytime/nighttime small spills, the affected area is $0.5\pi(0.0093)^2+(0.1)^2 = 0.0101 \text{ mi}^2$. The affected areas for other release scenarios are provided in Table 3.4.
Table 3.3. The U.S. DOT ERG recommended distances for the chemical considered.

<table>
<thead>
<tr>
<th>Time of Day</th>
<th>Spill Size</th>
<th>Initial Isolation Distance (meters)</th>
<th>Protective Action Distance (miles)</th>
<th>Initial Isolation Distance (meters)</th>
<th>Protective Action Distance (miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
<td>30</td>
<td>0.1</td>
<td>60</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>30</td>
<td>0.1</td>
<td>60</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3.4. The affected areas for the release scenarios and the chemical considered.

<table>
<thead>
<tr>
<th>Time of Day</th>
<th>Spill Size</th>
<th>Small</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small</td>
<td>0.0101 mi²</td>
<td>0.0905 mi²</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>0.0101 mi²</td>
<td>0.2505 mi²</td>
</tr>
</tbody>
</table>

In the next step, I performed an overlay analysis of the affected area and the population density using the GIS software to obtain the consequences of a release. A spatial buffer was created over route segments to represent the exposure area, which is defined as the area within the radius from track center that is equal to the U.S. DOT ERG maximum evacuation distance for the worst-case release scenario (d_{max}) of the hazardous material considered. From Table 3.3, the d_{max} is 0.5 miles, therefore, a buffer having a radius of 0.5 miles from track center was created in GIS accordingly (Figure 3.9). This represents the exposure area along the shipment route, where people might be subjected to evacuation or sheltering in place due to hazardous material release.

Finally, the buffer was then overlaid on the census tract data layer obtained from ESRI Data & Maps DVD-ROM (ESRI, 2005). The track-segment-specific population density is determined by taking the weighted average of all different population densities of the census tracts that are coincident with the affected area corresponding to each track segment. In this study, I did not quantitatively consider the effect of time-of-day-dependent population density, but this can be factored into the model if the particular risk question warrants it, and the data are available.
3.6 Route Rationalization Model

In this section, the parameters affecting risk described in the previous section are incorporated into the objective function of the model in Eq. (3.1), so that minimization of the risk metric is the objective function. Accordingly, the route rationalization model can be formulated as follows:

Minimize total annual risk \( S = \sum_{r} \sum_{o} \sum_{d} \sum_{k} \sum_{t} Z_{iod}^{r} V_{od}^{n} L_{iod}^{r} K_{k}^{t} W_{d}^{t} D_{iod}^{t} A_{k}^{t} \)  

Subject to:
\[
\sum_{r} \sum_{o} V_{od}^{n} = M_{d}^{t}, \quad \forall d, \forall t
\]  
\[
\sum_{r} \sum_{d} V_{od}^{n} = M_{o}^{t}, \quad \forall o, \forall t
\]

and
\( V_{od}^{n} : \) non-negative integer, \( \forall o, \forall d, \forall t \)
where:

\[ S \] = total annual risk associated with the shipments on the particular network considered

\[ Z_{r}^{iod} \] = the tank car derailment rate for track segment \( i \) on route \( r \) from origin \( o \) to destination \( d \)

\[ V_{od}^{rt} \] = shipments (carloads) of a hazardous material type \( t \) on route \( r \) from origin \( o \) to destination \( d \)

\[ L_{iod}^{r} \] = the length of track segment \( i \) of the route \( r \) from origin \( o \) to destination \( d \)

\[ K_{k}^{t} \] = the conditional probability that a specific scenario \( k \) will occur given that there is a hazardous material type \( t \) release from a derailed tank car

\[ W_{t}^{r} \] = the conditional probability of release given that a tank car carrying hazardous material type \( t \) is derailed in an accident

\[ D_{iod}^{r} \] = average population density in an affected area corresponding to track segment \( i \) of the route \( r \) from origin \( o \) to destination \( d \)

\[ A_{k}^{t} \] = affected area where people need to be evacuated or sheltered in place for a specific scenario of release \( k \) of hazardous material type \( t \)

\[ M_{d}^{t} \] = total shipments (carloads) of hazardous material type \( t \) to destination \( d \)

\[ M_{o}^{t} \] = total shipments (carloads) of hazardous material type \( t \) from origin \( o \)

The objective function of the route rationalization model integrates three major elements in risk analysis: the frequency of derailment, the frequency of release, and the consequence of release. All parameters in the objective function can be pre-determined, except the number of shipments for each O-D pair. Thus, the model can be solved using the linear programming.

The route rationalization model can be modified depending on the particular purpose of the analysis. For example, if only release rate is of interest, the consequence term in the risk equation may be omitted. If risk control is required for any particular O-D pair, the maximum risk level can be specified as a constraint in the model, so that the risk for that particular route will not exceed the prescribed level. Furthermore, this approach can be used to determine
whether risk reduction options that affect the frequency of a derailment (Zhao et al., 2007; Schafer and Barkan, 2008), the frequency of release (Barkan, 2007; Barkan et al., 2007), or the consequence of release would alter the optimal route structure. Therefore, the route rationalization model provides flexibility in the decision criteria that could be used to inform policy and planning questions and objectives.

3.7 Alternate Flow Structures

I use the route rationalization model to determine the set of optimal traffic flows for the case study, using minimization of three different objective functions: car-miles, release rate, and annual risk (Tables 3.5). The optimal flows for minimization of release rate and risk are shown in Figures 3.10a and 3.10b, respectively.

Table 3.5. Comparison of the effect of different objective functions on the different annual risk metrics considered.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Baseline Traffic Flow</th>
<th>Objective Function Minimized</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Car-miles</td>
</tr>
<tr>
<td>Total Car-miles</td>
<td>142,339</td>
<td>96,121</td>
</tr>
<tr>
<td></td>
<td>(32.5%)</td>
<td>(32.0%)</td>
</tr>
<tr>
<td>Derailment Rate</td>
<td>0.01765</td>
<td>0.01289</td>
</tr>
<tr>
<td></td>
<td>(26.7%)</td>
<td>(27.3%)</td>
</tr>
<tr>
<td>Release Rate</td>
<td>0.00122</td>
<td>0.00089</td>
</tr>
<tr>
<td></td>
<td>(27.0%)</td>
<td>(27.5%)</td>
</tr>
<tr>
<td>Annual Risk</td>
<td>0.12877</td>
<td>0.10581</td>
</tr>
<tr>
<td></td>
<td>(17.8%)</td>
<td>(16.3%)</td>
</tr>
</tbody>
</table>

(Numbers in parentheses indicate percentage reduction from baseline.)
Minimizing the release rate reduced car-miles by 32.0% and risk by 16.3%, whereas the minimization of risk reduced car-miles by 32.5% and risk by 17.8%. In this study, a single car design was assumed, so that the flow with the derailment rate minimized is the same as the flow with the release rate minimized. If a mix of cars with different CPRs were used on different routes, then these two flows would not be equivalent. For the particular hazardous material studied, the traffic flow patterns for the rationalized route structure, which are based on the minimization of the three objective functions, differ in some of the details. However, the values of the metric associated with each of the optimal flows did not differ by much.

3.8 Comparison of Results Using Risk Profiles

In addition to the expected risk estimates, an understanding of the distribution of risk outcomes is often useful for risk management decisions. This is particularly true regarding routing questions because routing is one of the few risk reduction strategies with the potential to affect the consequence level of a release as well as the frequency. The risk profiles (also known as "F-N curves") provide information on the frequency distribution of risk outcomes and enable a better understanding of the changes in the frequency of incidents of various magnitudes as a result of changes in the factors affecting risk, such as population exposure. Risk profiles were first
developed by listing all pairwise combinations of the frequency of a specific scenario of release and the consequence, and then sorting by the latter in a descending order and plotting the cumulative frequency against the consequence.

The use of risk profiles allows for the comparison of the distribution of frequency of release incidents corresponding to the magnitude of consequence for the baseline traffic flow to the rationalized traffic flows, based on the three different objective functions (Figure 3.11).

![Risk Profiles](image)

**Figure 3.11: Risk Profiles for the Baseline Case Compared to the Rationalized Route Structures Optimized Using Three Different Objective Functions**

As was the case with the expected risk estimates, the risk profiles for the different objective functions do not differ much from one another, but all are lower than the baseline case. This difference is true across nearly the entire range of N, but the extent of the difference declines as N increases. The differential risk profile (Figure 3.12) suggests that rationalizing the route structure for this particular hazardous material has a greater effect on reducing traffic in less populated areas of the route structure relative to the more highly populated portions. At the very highest values of N, there is no difference between the baseline and rationalized route structures, indicating that for this hazardous material, exposure to the most densely populated segments is not eliminated by route rationalization. Nevertheless, there is an overall reduction in
risk. The degree of difference resulting from the use of various objective functions may depend on the characteristics of the route structure of the material.

![Figure 3.12: Percentage Reduction in the Frequency of N or More Persons Affected in the Rationalized Route Structure in which Risk is Minimized Compared to the Baseline Case](image)

3.9 Discussion

The application of the route rationalization model allows several elements to be integrated and simultaneously considered. In the case study, the average reduction in risk ranged from approximately 16% to 18%, depending on which objective function was being minimized, whereas the mileage reduction was about 32%. It is interesting that the risk reduction percentage was less than the mileage reduction. This is consistent with the result that the rationalized route structure for this particular hazardous material tended to disproportionately reduce exposure to lower population density segments, compared to the baseline route structure. This is probably due to the particular nature of the route structure of the material analyzed in the case study. In general, the opportunities for risk reduction will vary depending on the route structure of the particular hazardous material being considered. More studies need to be carried out in order to understand the generality of the results presented here, the degree of variability for different product-specific route structures, and the principal factors affecting the optimal route structure.
The route rationalization problem presented in this chapter is based on a simplified distributional restriction. It works as if there is only one single railroad carrier who operates the network and is willing to change traffic patterns accordingly. However, the objective of this simplification is to provide an idea on how much risk of transporting a particular product could be reduced by rationalizing the entire shipment structure, which represents an ideal case. In practice, such change may involve several railroad operators that may not be willing to cooperate. Customers may not have control over the route to be chosen between O-D pairs. If information is available, additional constraints may be imposed by setting the distance of an infeasible route to a large value or by setting the variable to zero.

Several businesses may be involved, each working with a particular supplier, so that the rail carriers do not have the authority to change the sources of material for a given destination based on the minimum risk objective. The route rationalization problem illustrates the shipment of one particular product. However, the model is structured to accommodate shipments of multiple commodities. The model neglects flow capacity and delivery time constraints. The case study assumes that the tank cars coming back empty to the origin at the end of the planning horizon. These simplifications may be modified in future improvements of the model framework to enhance its applicability for actual transportation problems.

3.10 Conclusions

In this chapter, I describe a mathematical model for the evaluation of route rationalization as a means of reducing the risk from rail transportation of hazardous materials. The purpose is to introduce and illustrate the concept and explore the potential benefits that may be possible. I consider a simple case study based on the route structure of a TIH transported in railroad tank cars. The results indicate that for the product evaluated, route rationalization can reduce mileage, accident rate, release rate, population exposure, and risk. In general, the extent of risk reduction possible will depend on the characteristics of the traffic pattern and other constraints of the particular optimization problem. For purposes of illustration and brevity, I relaxed some constraints in this study, neglecting the possibility of schedule conflicts or track unavailability, and did not account for possible temporal variation in production capacity or demand. However, the model was structured so that it can be adapted to incorporate these and other factors, thereby enhancing its general applicability.
CHAPTER 4

EFFECTS OF TRAIN SPEED ON HAZARDOUS MATERIALS TRANSPORTATION
ROUTE RISK ANALYSIS


4.1 Introduction

Train operating speed is one of the factors affecting the likelihood of a release in railroad accidents involving tank cars transporting hazardous materials. The higher the speed of a derailment, the more cars are likely to derail, and of these the higher the probability that one or more will suffer a release (Barkan et al., 2003). Nevertheless, previous studies have generally simplified this aspect of railroad hazardous materials transportation risk analysis by using a single value for the conditional probability of release (CPR) that does not account for variation in train speed (Saat and Barkan, 2006; Glickman et al., 2007; Kawprasert and Barkan, 2008; Verma, 2009). Use of a single value of CPR, independent of train speed, simplifies risk analysis but also implies an average speed of derailment (Kawprasert and Barkan, 2009a). Since this average CPR speed may be higher than the actual operating speed in some situations and lower in others, using it will have the effect of overestimating release probabilities in lower speed sections and underestimating release probabilities in higher speed sections of the route.

The relationship between speed and CPR has previously been considered (Nayak et al., 1983; CCPS, 1995; Treichel et al., 2006). The most recent study by Treichel et al. provides estimates for both average-speed and speed-dependent CPR of the tank cars, but only the average-speed CPR accounts for specific safety design features. Earlier works were not specific to tank cars (Nayak et al., 1983) or did not enable the application of speed-dependent effects to specific tank car designs (CCPS, 1995). In this study, I explicitly consider the effects of train speed on hazardous materials transportation risk analysis and develop a technique that enables estimation of speed-dependent CPR for specific tank car designs using published data on safety performance of tank cars in accidents (Treichel et al., 2006), which permits one to apply adjustment factors derived from a group of car types to a specific car type.
Use of tank car design enhancements as options to reduce risk has become more prevalent over the past decade, and the model introduced here provides flexibility that enables the effect of these enhancements to be considered using the most up-to-date published data available. Furthermore, the effect of tank car safety design can be integrated with other options.

In the first part of this chapter, I specifically consider the interaction of infrastructure quality, train speed, and tank car performance to understand the effect on risk estimates using speed-dependent CPR. A case study is presented using a representative hazardous material transportation route. The results of a risk analysis in which average-speed CPR is used are compared to one using speed-dependent CPR.

In the second part of this chapter, I highlight the importance of using CPR adjusted for speed by further considering its utility as part of an assessment of the effect of track-class upgrade on risk. Upgrading track has been shown to be correlated with the reduction of certain types of accidents and consequently with risk (Nayak et al., 1983). However, if the upgrade is also intended to allow increased operating speeds, it may increase the probability of release if an accident does occur (Barkan et al., 2003; Treichel et al., 2006). CPR and accident rate are the two principal elements in hazardous materials transportation risk analysis. Considering each as a function of speed enables more accurate estimation of route-specific risk. This also facilitates proper consideration of the benefit of infrastructure improvement. Two scenarios were analyzed: track upgrade without a speed increase and upgrade with a speed increase. The degree of risk reduction varies with these options, and consideration is given to which option offers the greatest safety benefit for the problem analyzed.

4.2 Review of Risk Analysis Methods

Hazardous materials transportation risk can be quantitatively expressed as the frequency of a release incident multiplied by the consequence of that release. In this study, frequency is a product of the annual per-car-mile rate of tank car involvement in an FRA-reportable derailment on mainline track, the number of shipments, the total mileage from origin to destination, and the conditional probability of release given that a tank car derails. The consequence of a release incident is the impact of the released material and is affected by product characteristics, quantity and rate of spillage, atmospheric conditions, and the population density along the route analyzed.
The consequence can be expressed using several metrics. In this study, I used the number of persons who might potentially be affected due to a hazardous material release from a tank car in accordance with the product-specific recommendations in the U.S. Department of Transportation (DOT) Emergency Response Guidebook (ERG) (PHMSA, 2008; Brown et al., 2009). The consequence can be estimated by multiplying the affected area, using the ERG recommended evacuation distances, by the population density within the affected area.

The risk metric calculated using the method previously described is the annual expected number of persons who might be evacuated or sheltered in place due to a hazardous materials release. Specifically, risk is calculated from the product of accident rate, traffic volume (measured in car-miles), tank car CPR, the probability distribution of release sizes, the affected area corresponding to the release size, and the population density in the affected area, summed over all segments on the route. The risk model in Eq. (4.1) incorporates these segment-specific parameters and gives the estimate of risk associated with shipments of hazardous materials on the route.

\[
S = \sum_{i=1}^{n} \sum_{j=1}^{k} Z_i V_i L_i R_i P_j A_j D_i
\]  

(4.1)

where

- \( S \) = annual risk (persons affected per year)
- \( Z_i \) = rate of tank car involvement in an FRA-reportable derailment (cars derailed per car-mile)
- \( V_i \) = annual shipments (carloads per year)
- \( L_i \) = length of track segment (mile)
- \( R_i \) = conditional probability of release given that a tank car derails
- \( P_j \) = conditional probability of a specific scenario \( j \) given that there is a hazardous material release from a derailed tank car
- \( A_j \) = affected area corresponding to a specific release scenario per the U.S. DOT ERG recommendation (square mile)
- \( D_i \) = average population density along track segment (persons per square mile)
- \( i \) = track specific segment
- \( n \) = total number of segments along the route considered
- \( j \) = specific release scenario (e.g. spill size, fire involvement, time of day)
- \( k \) = total number of scenarios considered
4.3 Case Study

I consider a typical, representative route as part of the distribution network of a particular hazardous material on the North American rail network. The distance from origin to destination is 1,400 miles and is comprised of 598 segments with an average segment length of 2.34 miles. These track segments correspond to links in the FRA rail transportation network obtained from the Bureau of Transportation Statistics (BTS, 2007). I assumed 100 annual carloads over the entire route, using a non-insulated, DOT-111A100W1 tank car with 7/16 inch tank thickness and no special safety design features beyond the DOT minimum requirements.

For some materials, the consideration of multiple release scenarios may be appropriate. However, based on the expert opinion of the manufacturer of the product and the objectives of this study, use of a single release scenario was satisfactory. Thus, the major factors affecting risk in this analysis are product characteristics, track-class-specific accident rate, shipment volume, tank car safety design, operating speed, and population exposure along the route.

The case study is used to analyze the effects of train speed on the route risk estimate and the contribution of various other factors to the risk, including population density and FRA track class. In addition, the case study is used to illustrate the merit of using speed-dependent CPR in an assessment of the effect of track infrastructure upgrade on risk reduction. These will be discussed in more detail in the subsequent sections.

4.4 Estimation of Parameters Affecting Risk

FRA track-class-specific accident rates were used in this study (Anderson and Barkan, 2004). Track speed reflects FRA track class, which has been shown to be correlated with railroad accident rates (Nayak et al., 1983). I used railroad timetable speeds to infer the FRA track class and other local operating restrictions for all segments along the route. The next step is to estimate CPR given that a tank car is derailed in an accident. The relationships developed by Treichel et al. (2006) were used to determine the CPR of the particular design of tank car considered in this study. Since CPR is also affected by train accident speed (Nayak et al., 1983; CCPS, 1995; Barkan et al., 2003; Treichel et al., 2006), I adjusted it according to the timetable speed for each track segment. The speed-dependent CPR was calculated using the procedure described in the following section.
To estimate the consequences of a release, I used Geographic Information System (GIS) software, ArcGIS Desktop 9.2, to create the shipment route using the U.S. DOT national rail network (BTS, 2007). An overlay analysis of the population distribution along the rail network was conducted using census tract data from the ESRI Data & Maps, Electronic Database (ESRI, 2005). A buffer representing the exposure area was created. This was the area within the radius from track center equal to the U.S. DOT ERG maximum evacuation distance for the material considered. Then, the average population density of the affected area corresponding to each track segment was determined.

The procedure used to estimate and measure risk is similar to that described in the previous chapter, but this chapter focuses on refining the method to understand the effect of speed-dependent CPR.

4.5 **Speed-dependent Conditional Probability of Release**

Treichel et al. (2006) described lading loss probability based on the four major cause-specific loss events as:

\[
P = P(E_h \cup E_s \cup E_t \cup E_b) \quad (4.2)
\]

where \( P \) = the probability of an event that a tank car releases its contents given that it derailed in an accident

\( E_h \) = an event that contents lost is attributed to head damage

\( E_s \) = an event that contents lost is attributed to shell damage

\( E_t \) = an event that contents lost is attributed to top fitting damage

\( E_b \) = an event that contents lost is attributed to bottom fitting damage

The cause-specific loss events have very low correlations (Treichel et al., 2006), so it is assumed that \( E_h, E_s, E_t, \) and \( E_b \) are independent. Therefore:

\[
P = 1 - P^c \quad (4.3)
\]

\[
= 1 - P(E_h \cap E_s \cap E_t \cap E_b)
\]

\[
= 1 - P(E_h)P(E_s)P(E_t)P(E_b)
\]

\[
= 1 - [1 - P(E_h)][1 - P(E_s)][1 - P(E_t)][1 - P(E_b)]
\]

where \( c \) = the complement of an event
Let $R$ equal the conditional probability of release given that a tank car derails in an accident, and let $R_h, R_s, R_t, R_b$ equal the CPR attributed to head, shell, top fitting, and bottom fitting, respectively, with all variables unadjusted for speed, so that:

$$R = 1 - (1-R_h)(1-R_s)(1-R_t)(1-R_b) \quad (4.4)$$

where

- $R$ = tank car CPR, unadjusted
- $R_h$ = CPR from head, unadjusted
- $R_s$ = CPR from shell, unadjusted
- $R_t$ = CPR from top fittings, unadjusted
- $R_b$ = CPR from bottom fittings, unadjusted

Speed-dependent CPR was calculated by multiplying the unadjusted CPR by the speed-adjustment factors. This adjustment can be made to the CPR associated with each specific source of release, i.e.,

$$R' = 1 - (1-R_hJ_h)(1-R_sJ_s)(1-R_tJ_t)(1-R_bJ_b) \quad (4.5)$$

where

- $R'$ = tank car CPR, adjusted for speed
- $J_h$ = speed-adjustment factor for CPR from head
- $J_s$ = speed-adjustment factor for CPR from shell
- $J_t$ = speed-adjustment factor for CPR from top fittings
- $J_b$ = speed-adjustment factor for CPR from bottom fittings

To determine the speed-adjustment factors in Eq. (4.5), I first developed the relationships between train speed and CPR for each release source, using the proportion of tank cars losing lading from each source. I used statistical software, SAS 9.1, to fit a simple linear regression equation with zero intercept to the published data on tank car safety performance (Treichel et al., 2006) (Figure 4.1). A simple linear regression was used without weighting it by the number of observations at each speed, consistent with a similar analysis by Treichel et al. (2006). The fitted functions are provided (Eqs. 4.6 – 4.9), and the corresponding test statistics are summarized in Table 4.1.
Figure 4.1: Proportion of Cars Releasing vs. Speed for Releases From
(A) Heads, (B) Shells, (C) Top Fittings, and (D) Bottom Fittings

\[ Y_h = 0.00786X \]  
\[ Y_s = 0.00674X \]  
\[ Y_t = 0.00460X \]  
\[ Y_b = 0.00150X \]

where \( Y_h \) = proportion of non-pressure cars releasing from heads, corresponding to train speed \( X \) 
\( Y_s \) = proportion of non-pressure cars releasing from shells, corresponding to train speed \( X \) 
\( Y_t \) = proportion of non-pressure cars releasing from top fittings, corresponding to train speed \( X \) 
\( Y_b \) = proportion of non-pressure cars releasing from bottom fittings, corresponding to train speed \( X \) 
\( X \) = train speed (mph)
Table 4.1. Parameter estimates of the linear speed-CPR models.

| Model      | Estimate of Regression Coefficient, $\beta$ | Standard Error | t-value | Pr > |t| | $R^2$ |
|------------|---------------------------------------------|----------------|---------|------|----------|--------|
| $Y_h = \beta_hX$ | 0.00786 | 0.00044925 | 17.49 | <0.0001 | 0.9622 |
| $Y_s = \beta_sX$ | 0.00674 | 0.00061609 | 10.94 | <0.0001 | 0.9089 |
| $Y_t = \beta_tX$ | 0.00460 | 0.00072981 | 6.30 | <0.0001 | 0.7677 |
| $Y_b = \beta_bX$ | 0.00150 | 0.00031975 | 4.69 | 0.0005 | 0.6468 |

In the next step, I used the data in Treichel et al. (2006) to calculate the weighted average train speeds for releases from tank head, shell, top fittings and bottom fittings, which were, 38.5, 41.2, 28.7, and 35.5 mph, respectively. These average speeds were then substituted into Eqs. (4.6) through (4.9) to determine the proportion of cars releasing from each source, at the average speed (denoted by subscript “a”), yielding the following values for the non-insulated 111A100W1 considered here: $Y_{ha} = 0.30260$, $Y_{sa} = 0.27753$, $Y_{ta} = 0.13178$, and $Y_{ba} = 0.05330$.

Speed-adjustment factors were then determined by dividing the proportion of non-pressure cars releasing at a particular speed by the proportion of cars releasing corresponding to weighted average speed, e.g. $J_h = Y_h/Y_{ha}$ and so on. The speed-adjustment factors applicable to non-pressure cars were:

$$J_h = 0.02597X$$

(4.10)

$$J_s = 0.02429X$$

(4.11)

$$J_t = 0.03491X$$

(4.12)

$$J_b = 0.02814X$$

(4.13)

The cause-specific CPRs for the particular tank car considered were estimated using the data from Treichel et al. (2006) as: $R_h = 0.0799$, $R_s = 0.1092$, $R_t = 0.1577$, and $R_b = 0.0625$.

Using Eq. (4.4), the average-speed (unadjusted) CPR for this tank car is 0.3527. Substituting the values of cause-specific CPRs into Eq. (4.5), the speed-dependent CPR was estimated as follows:

$$R' = 1 - [(1-0.0799J_h)(1-0.1092J_s)(1-0.1577J_t)(1-0.0625J_b)]$$

(4.14)
Figure 4.2 shows the speed-dependent CPRs, compared to the average-speed CPR of the non-insulated 111A100W1 tank car considered. This method can be adapted for any other type of tank car for which suitable data are available (Treichel et al., 2006).

4.6 Effects of Train Speed on Risk

I evaluated the effects of train speed by comparing risk estimates calculated using speed-dependent CPR with the baseline case in which average-speed CPR was used. Use of speed-dependent CPR yields an annual risk of 1.428 persons affected per year, compared to 1.291 if average-speed CPR is used, which is an 11% difference. Further detail regarding the effect of speed-dependent CPR can be seen by comparing the risk profiles calculated using speed-dependent CPRs to those calculated using average-speed CPRs (Figure 4.3a). The differences in estimated risk when speed-dependent CPR is used are specific to the characteristics of the particular route analyzed in this case study. In general, the effect on risk estimates will depend on the distribution of speeds along a route. Specifically, routes with a larger percentage of higher-than-average-speed trackage will tend to have increased risk estimates when speed-dependent CPR is used, and those with a lower percentage will tend to have reduced risk estimates.
Figure 4.3: Comparison of Route-specific Results when Speed-dependent CPR is Used
(A) Risk Profiles (F-N Curves) and (B) Top 100 Segments with the Highest Risk per Mile
A large percentage of risk along a route was attributable to a small percentage of its length (Kawprasert and Barkan, 2009a). In the case study described here, the 100 segments with the highest risk per mile (Figure 4.3b) accounted for 18% of the route length but 92% of the risk. Of these segments, all but 22 had a higher estimated risk when speed-dependent CPR was used compared to when average-speed CPR was used. Interestingly, these 22 segments were among the very highest risk segments in the entire analysis, accounting for 2% of the route length but 23% of the total risk. By contrast to the overall risk analysis results for the route, use of the speed-dependent CPR for these segments resulted in lower risk estimates than when average-speed CPR was used.

It is not surprising that use of speed-dependent CPR resulted in higher overall risk estimates in the case study considered because the segments with higher-than-average speeds comprised a majority of the overall route length, i.e. 1% for 11-25 mph (track class 2), 16% for 26-40 mph (track class 3), 39% for 41-60 mph (track class 4), and 44% for 61-70 mph (track class 5) (Tables 4.2, 4.3).

**Table 4.2. Distribution of route lengths by population density and track class.**

<table>
<thead>
<tr>
<th>Population Density</th>
<th>Route Length Corresponding to Speed (Track Class) and Population Density Groups (miles)</th>
<th>Total Length (miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>11-25 mph (Track Class 2)</td>
<td>26-40 mph (Track Class 3)</td>
</tr>
<tr>
<td>1 Remote Less than 60</td>
<td>5.1</td>
<td>48.6</td>
</tr>
<tr>
<td>2 Rural 61 to 550</td>
<td>0.0</td>
<td>55.1</td>
</tr>
<tr>
<td>3 Suburban 551 to 2,000</td>
<td>0.8</td>
<td>81.0</td>
</tr>
<tr>
<td>4 Urban 2,001 to 6,500</td>
<td>3.2</td>
<td>23.8</td>
</tr>
<tr>
<td>5 High More than 6,500</td>
<td>1.4</td>
<td>21.1</td>
</tr>
<tr>
<td>Total Length (miles)</td>
<td>10.5</td>
<td>229.6</td>
</tr>
<tr>
<td>*70 mph is a maximum speed for the route studied</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.3. Percentage of route lengths by population density and track class.**

<table>
<thead>
<tr>
<th>Population Density</th>
<th>Percentage of Route Length Corresponding to Speed (Track Class) and Population Density Groups (miles)</th>
<th>Percentage of Total Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>11-25 mph (Track Class 2)</td>
<td>26-40 mph (Track Class 3)</td>
</tr>
<tr>
<td>1 Remote Less than 60</td>
<td>0.4</td>
<td>3.5</td>
</tr>
<tr>
<td>2 Rural 61 to 550</td>
<td>0.0</td>
<td>3.9</td>
</tr>
<tr>
<td>3 Suburban 551 to 2,000</td>
<td>0.1</td>
<td>5.8</td>
</tr>
<tr>
<td>4 Urban 2,001 to 6,500</td>
<td>0.2</td>
<td>1.7</td>
</tr>
<tr>
<td>5 High More than 6,500</td>
<td>0.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Percentage of Total Length</td>
<td>0.8</td>
<td>16.4</td>
</tr>
</tbody>
</table>

*70 mph is a maximum speed for the route studied
FRA regulations permit the operation of freight trains up to 80 mph on class-5 track (FRA, 2003); however, 70 mph is a more typical maximum speed and was the case for the route studied. The maximum speed for "Key trains", which operate according to a special set of operating practices defined by the AAR, is 50 mph (AAR, 2009), but the particular hazardous material considered in this study does not affect Key train status. For the purposes of this study, maximum permissible speeds from railroad timetables were used to infer FRA track class and were assumed to represent the operating speeds on each track segment.

A potential drawback of using timetable speeds to infer track class is that some segments may actually have higher quality track and correspondingly lower accident rates than would be assumed based on inferences from timetable speed. In some circumstances, railroads may be maintaining trackage to a higher standard than required by the track safety regulations for the particular speed shown in the timetable. If information is available on actual maintenance standards and operating speed, this can be formally incorporated into the risk model, allowing more accurate estimates of the accident rate for these segments.

Even in the absence of such information, the use of speed-dependent CPR instead of average-speed CPR provides more accurate risk estimates because it better reflects the particular operating characteristics of a route and their effect on risk. Such refinement is particularly important for the comparison of the risk associated with different route alternatives, e.g. a shorter route passing through urban areas with lower train speed versus a longer route that passes through less populated areas where trains may operate at higher speeds. Such considerations are germane to railroads and the U.S. DOT when considering the results of route risk assessments as required under HM-232E (U.S. DOT, 2008).

4.7 Risk Contribution by Population Density and Track Classes

I analyzed the contributions to risk by different population density groups, using both average-speed and speed-dependent CPRs, to understand their effects on risk estimates with respect to different population densities. The U.S. Census Bureau does not stipulate the classification of population census tract by density levels (see U.S. Census Bureau, 2002), thus for the purpose of this analysis I considered a population density classification used in the previous research (Saat and Barkan, 2006).
Track segments that are located in highly populated areas contribute a large proportion of route risk. For example, those segments located in areas where population density exceeds 6,500 persons per square mile represent the smallest proportion of the total route length. On the other hand, those in remote areas where population density is 60 persons per square mile or less represent more than half of the total length. The majority of the route is class 4 and 5, while class-2 track represents the smallest proportion (less than 1 percent) of the total route length (Tables 4.2, 4.3).

Although the segments in the highest density areas represent only 2% – the smallest proportion of route length compared to other groups – they account for the largest percentage of the risk, which is more than 50% of the total risk (Tables 4.4 and 4.5).

**Table 4.4. Distribution of route risks by population density.**

<table>
<thead>
<tr>
<th>Population Density</th>
<th>Route</th>
<th>Percentage of Route Length</th>
<th>Average-speed CPR</th>
<th>Speed-dependent CPR</th>
<th>Difference in Risk</th>
<th>Percentage Difference in Risk*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>Class</td>
<td>Persons per Square Mile</td>
<td>Total Risk :</td>
<td>Length :</td>
<td>Total Risk :</td>
<td>Length :</td>
</tr>
<tr>
<td>1 Remote</td>
<td>Less than 60</td>
<td>734.3</td>
<td>52.6</td>
<td>0.006</td>
<td>0.000</td>
<td>0.008</td>
</tr>
<tr>
<td>2 Rural</td>
<td>61 to 550</td>
<td>297.5</td>
<td>21.3</td>
<td>0.024</td>
<td>0.001</td>
<td>0.031</td>
</tr>
<tr>
<td>3 Suburban</td>
<td>551 to 2,000</td>
<td>263.3</td>
<td>18.9</td>
<td>0.191</td>
<td>0.007</td>
<td>0.230</td>
</tr>
<tr>
<td>4 Urban</td>
<td>2,001 to 6,500</td>
<td>71.2</td>
<td>5.1</td>
<td>0.359</td>
<td>0.005</td>
<td>0.397</td>
</tr>
<tr>
<td>5 High</td>
<td>More than 6,500</td>
<td>29.8</td>
<td>2.1</td>
<td>0.712</td>
<td>0.024</td>
<td>0.762</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1,396.1</td>
<td>100.0</td>
<td>1.291</td>
<td>1.428</td>
<td></td>
</tr>
</tbody>
</table>

*using speed-dependent CPR compared to average-speed CPR

**Table 4.5. Percentage of route risks by population density.**

<table>
<thead>
<tr>
<th>Population Density</th>
<th>Route</th>
<th>Percentage of Route Length</th>
<th>Average-speed CPR</th>
<th>Speed-dependent CPR</th>
<th>Difference in Percentage of Total Risk*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>Class</td>
<td>Persons per Square Mile</td>
<td>Total Risk :</td>
<td>Length :</td>
<td>Total Risk :</td>
</tr>
<tr>
<td>1 Remote</td>
<td>Less than 60</td>
<td>734.3</td>
<td>52.6</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>2 Rural</td>
<td>61 to 550</td>
<td>297.5</td>
<td>21.3</td>
<td>1.8</td>
<td>0.1</td>
</tr>
<tr>
<td>3 Suburban</td>
<td>551 to 2,000</td>
<td>263.3</td>
<td>18.9</td>
<td>14.8</td>
<td>0.8</td>
</tr>
<tr>
<td>4 Urban</td>
<td>2,001 to 6,500</td>
<td>71.2</td>
<td>5.1</td>
<td>27.8</td>
<td>5.4</td>
</tr>
<tr>
<td>5 High</td>
<td>More than 6,500</td>
<td>29.8</td>
<td>2.1</td>
<td>55.1</td>
<td>25.8</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1,396.1</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*using speed-dependent CPR compared to average-speed CPR
In this case study, the use of speed-dependent CPR yields higher risk estimates for all population density groups compared to the use of average-speed CPR. The difference between the magnitudes of the risk estimates based on the two CPRs is the largest for the highest population density group (group 5) and the smallest for the lowest population density group (group 1). However, when the differences are expressed in percentages, the segments in the lowest population density group are associated with the highest percentage difference in risk (Table 4.4). When risk contribution is expressed as a percentage of total route risk instead of as an absolute estimate, the use of speed-dependent CPR results in a lower risk contribution for the highest population density group and a higher contribution for other population density groups, relative to average-speed CPR (Table 4.5). Both tables also show that the ratio of risk to track length is the greatest for the highest population density group.

Apart from the numerical results in these tables, I developed the illustrations to represent these results graphically (Figure 4.4). For the route considered, use of speed-dependent CPR yields higher risk estimates for all population density groups (solid line) compared to use of average-speed CPR (dashed line) (Figure 4.4a). The difference between risk estimates for the two CPRs is largest for the highest density group and smallest for the lowest density group. However, when the contribution is expressed as a percentage of total route risk instead of as an absolute estimate, the use of speed-dependent CPR results in a lower contribution for the highest population density group, relative to average-speed CPR (Figure 4.4b).

In the case study, some urban-area segments do not experience the reduction in estimated risk when speed-dependent CPR is used because these segments had speeds higher than average. On the other hand, some segments in non-urban areas had lower risk when speed-dependent CPR was used because of the speed restrictions on these segments. Figures 4.4a-b also show that the majority of the representative route is class-4 and class-5 track. Most of these segments are located in moderate to low population density areas. Class 3-segments, however, are more evenly distributed over different population classes, from the lowest to the highest density.
Figure 4.4: Percentage of Route Length and Contribution to Route Risk

(A) Population Density vs. Risk, (B) Population Density vs. Percentage of Total Risk
The numerical results in Tables 4.6 and 4.7 and the corresponding illustrations in Figure 4.5 show that the higher-track-class segments do not contribute much risk, despite their greater percentage of route length. By contrast, the lower-track-class segments contribute a larger percentage of total route risk, despite the lower CPRs due to a combination of the accident rate and population densities associated with them.

Table 4.6. Distribution of route risks by track class.

<table>
<thead>
<tr>
<th>FRA Track Class</th>
<th>Route Length (miles)</th>
<th>Percentage of Route Length</th>
<th>Average-speed CPR Risk (persons/yr)</th>
<th>Risk : Length (persons/yr)</th>
<th>Speed-dependent CPR Risk (persons/yr)</th>
<th>Risk : Length (persons/yr)</th>
<th>Difference in Risk (persons/yr)</th>
<th>Percentage Difference in Risk*</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10.5</td>
<td>1</td>
<td>0.152</td>
<td>0.0145</td>
<td>0.112</td>
<td>0.0107</td>
<td>0.040</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>229.6</td>
<td>16</td>
<td>0.946</td>
<td>0.0041</td>
<td>1.013</td>
<td>0.0044</td>
<td>0.067</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>544.8</td>
<td>39</td>
<td>0.146</td>
<td>0.0003</td>
<td>0.221</td>
<td>0.0004</td>
<td>0.075</td>
<td>51</td>
</tr>
<tr>
<td>5</td>
<td>611.2</td>
<td>44</td>
<td>0.046</td>
<td>0.0001</td>
<td>0.082</td>
<td>0.0001</td>
<td>0.035</td>
<td>77</td>
</tr>
<tr>
<td>Total</td>
<td>1,396.1</td>
<td>100</td>
<td>1.291</td>
<td>1.428</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*using speed-dependent CPR compared to average-speed CPR

Table 4.7. Percentage of route risks by track class.

<table>
<thead>
<tr>
<th>FRA Track Class</th>
<th>Route Length (miles)</th>
<th>Percentage of Route Length</th>
<th>Average-speed CPR Percentage Risk : Length</th>
<th>% Risk : Route Risk</th>
<th>Speed-dependent CPR Percentage Risk : Length</th>
<th>% Risk : Route Risk</th>
<th>Difference in Percentage of Route Risk*</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10.5</td>
<td>1</td>
<td>11.8</td>
<td>11.8</td>
<td>8.6</td>
<td>8.6</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>229.6</td>
<td>16</td>
<td>73.3</td>
<td>4.6</td>
<td>70.9</td>
<td>4.4</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>544.8</td>
<td>39</td>
<td>11.3</td>
<td>0.3</td>
<td>14.9</td>
<td>0.4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>611.2</td>
<td>44</td>
<td>3.6</td>
<td>0.1</td>
<td>5.6</td>
<td>0.1</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>1,396.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*using speed-dependent CPR compared to average-speed CPR

Using the speed-dependent CPR yields a lower estimate of risk on class-2 track but higher estimates for classes 3, 4, and 5 (Figure 4.5a). When the percentage contribution to total risk is considered (Figure 4.5b), the use of the speed-dependent CPR results in a smaller percentage of risk on track classes 2 and 3 and larger percentages on classes 4 and 5, compared to the use of average-speed CPR. This analysis, based on the representative route, illustrates that the use of speed-dependent CPR takes into account the effect of differential operating speeds on risk for each categorical variable considered: population density and track class.
Figure 4.5: Percentage of Route Length and Contribution to Route Risk
(A) Track Class vs. Risk, (B) Track Class vs. Percentage of Total Risk
In the context of this discussion, it is useful to consider the ratio of the percentage of total risk to the percentage of route length. For the route analyzed, this risk:route length ratio, based on speed-dependent CPR, was 8.6, 4.4, 0.4, and 0.1, for track classes 2, 3, 4, and 5, respectively (Table 4.7). Although class-2 track has the highest risk contribution per track mile, the overall contribution from class 2 is not as high as that of class 3 due to the small percentage of class-2 track on the route. Since class-3 track contributes the largest percentage of risk on this route, measures to reduce this risk are likely to have the greatest overall effect. In the next section, I consider the effects of infrastructure upgrade on risk and illustrate how the use of speed-dependent CPRs enables better assessment of the safety benefits of track infrastructure upgrade.

4.8 Effects of Infrastructure Upgrade

In the case study, I considered the effect on risk of upgrading all class-2, class-3, and class-4 segments to the next higher class, i.e. to classes 3, 4, and 5, respectively, as three distinct upgrade options. I first considered the effect of track-class upgrade strictly as a means of reducing accident rate and consequently risk and, therefore, assumed that operating speeds were held constant after track upgrades. Upgrading classes-2, 3, and 4 track to the next higher class yielded a 5%, 53%, and 7% reduction in risk, respectively. Upgrading class-3 segments offered the greatest reduction in risk, primarily because of the relatively large reduction in accident rate combined with a fairly large percentage of the route.

Track upgrade principally affects track-caused accidents; however, not all track-related accidents are affected in the same way by track-class upgrades. Furthermore, there are a wide variety of potential accident causes (FRA, 2003). Non-track-related causes may have no relationship, or only an indirect one, with track class. Some accident causes, notably certain ones attributable to equipment failures such as broken wheels or axles, may actually increase with track-class upgrades if the operating speed also increases. Hence, increasing track class only affects the likelihood of some types of accidents, and the functional relationship between each of these accident causes and track class varies. When one also considers that different accident causes have differing relationships with the likelihood of a derailed hazardous materials car suffering a release (Barkan et al., 2003), it further complicates calculation of the effect of track-class upgrades on risk reduction. Further research on both the statistical and causal relationships between track class and accident frequency and severity is needed to improve the
quantitative assessment of the effect of changes in infrastructure quality on safety and risk. Until such research is completed and comprehensive data on critical infrastructure parameters is generally available, track class remains the best proxy statistic for estimating track quality, derailment rate, and ultimately risk.

4.9 Combined Effects of Infrastructure and Train Speed

In this section, the relationships between track class, accident rate, and speed-dependent CPRs are examined. It was assumed that train speeds increase in accordance with track-class upgrades. That is, trains are assumed to operate at the maximum normal operating speed corresponding to the upgraded track classes. Therefore, for each segment, the accident rate will be reduced due to the track-class upgrade, but tank car CPR will increase because of the higher speed. The overall release rate, which is the product of accident rate and CPR (a non-insulated 111A100W1 in this example), is dominated by the former, and thus it also declines. The difference in the magnitude of the release rate between consecutive track classes is the smallest for track classes 4 and 5 (Figure 4.6).

![Figure 4.6: Relationship between Track Classes, Accident Rates, Speed-dependent CPRs, and Release Rates for the Tank Car Considered (DOT-111A100W1)](image-url)
Figure 4.7: Effects of Infrastructure Upgrade and Speed on Risk Reduction for the Top 10 Segments with the Highest Risk per Mile
(A) Class 2 Upgraded to Class 3, (B) Class 3 Upgraded to Class 4, and (C) Class 4 Upgraded to Class 5
I examined each individual segment to understand the change in risk as a result of track infrastructure upgrade and speed increase. Figure 4.7 shows the distribution of segment-specific risk per mile for three cases for each track class: 1) the baseline case (no upgrade), 2) upgrade to a higher class without increase in speed, and 3) upgrade to a higher class with a speed increase. Speed-dependent CPRs were used in all scenarios. Track class is correlated with accident rates (Nayak et al., 1983), i.e. a higher track class is associated with a lower accident rate. However, in the second scenario train speed is assumed to remain the same, with no effect on accident rate, for the purpose of illustrating the use of speed-dependent CPR. For clarity, only the top ten segments with the highest risk per mile, ordered by the baseline risk, are shown. These charts indicate, for the representative route, that upgrading class-3 segments to class 4 yields the largest reduction in risk, while upgrading class-4 track to class 5 offers little reduction in risk. Furthermore, the difference between the segment risk per mile when speed is held constant and the segment risk per mile when speed is increased is the highest for the case in which class-2 segments are upgraded to class 3. The magnitude of difference varies because of the different initial operating speeds on each segment (Figure 4.7a). Overall, use of speed-dependent CPR enables individual consideration of both of the factors affecting risk in this case, the reduction in accident rate due to the upgraded track class and the increase in CPR due to the higher operating speed.

4.10 Discussion

When risk estimates for each of the scenarios analyzed in the case study are summarized, several results can be discerned (Table 4.8). First, in the consideration of track infrastructure upgrades, there are different opportunities for risk reduction based on the distribution of track classes on the route and the differential effects on risk reduction of each track class. Upgrading the lowest track class provides the highest risk reduction per track mile. However, it represents the smallest proportion of the route, thus offering little opportunity to reduce risk. On the other hand, upgrading class-3 track segments to class 4 provides the highest overall risk reduction, despite the fact that these segments do not represent the largest percentage of the route compared to other track classes.
Table 4.8. Summary of estimates using average-speed vs. speed-dependent CPRs.

<table>
<thead>
<tr>
<th>Track Class Considered for Upgrade to One Higher Class</th>
<th>Total Distance Upgraded (Miles)</th>
<th>Accident Rate (Cars Derailed per Year)</th>
<th>Release Rate (Releases per Year)</th>
<th>Annual Risk (Persons Affected per Year)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Using Average-speed CPR</td>
<td>Using Average-speed CPR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Without Speed Increase</td>
<td>With Speed Increase</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Using Speed-dependent CPR</td>
<td>Using Speed-dependent CPR</td>
</tr>
<tr>
<td>Class 2</td>
<td>11</td>
<td>0.0140</td>
<td>0.0049</td>
<td>0.0065</td>
</tr>
<tr>
<td>Class 3</td>
<td>230</td>
<td>0.0093</td>
<td>0.0033</td>
<td>0.0046</td>
</tr>
<tr>
<td>Class 4</td>
<td>545</td>
<td>0.0125</td>
<td>0.0044</td>
<td>0.0056</td>
</tr>
</tbody>
</table>

Second, the use of speed-dependent CPR properly accounts for speed effects on different routes, whereas the use of average-speed CPR does not. Furthermore, speed-dependent CPR is necessary for proper evaluation of the effect of track-class upgrades on risk, with or without speed increase.

Third, for the representative route, the use of speed-dependent CPR yields annual risk estimates slightly higher than the use of average-speed CPR. This is because the majority of the route has higher-than-average track speeds. This result will vary depending on route-specific characteristics.
Fourth, upgrading track class with the corresponding speed increase actually reduces risk relative to the baseline case. This is because the incremental effect of the lower accident rate due to the higher track class more than offsets the slight increase in CPR due to the higher speed.

Completing the analyses used to illustrate the effect of speed-dependent CPR on risk estimates required several assumptions. As mentioned, for track-class upgrades with speed increase, it was assumed that trains would operate at the maximum allowable speed corresponding to the upgraded track class. This will result in higher speed estimates than would actually be used on some segments, thus overestimating risk for these segments. Inferring track class based on timetable speed may not always represent actual maintenance conditions for some track segments, which also results in an overestimation of risk. For both of these circumstances, if data for actual operating speed are available, they can be incorporated into the model, and the use of speed-dependent CPR will make such adjustments more accurate. Additionally, the relationships developed to estimate speed-dependent conditional probability of release in this study do not account for other possible speed-dependent effects, such as number of cars derailed or spill size distribution; but, these factors can also be incorporated into the model if suitable data are available.

The intent of this research was to develop a general method to calculate speed-dependent CPR using published data on railroad tank cars. I used a case study to compare several different scenarios that affect or are affected by speed in order to gain insight into the effect of using speed-dependent CPR on estimates of safety and risk. Analysis of these scenarios is not meant to suggest that these are necessarily the most cost-effective approaches to risk reduction. Instead, the methodology presented here is intended to describe and illustrate the utility of speed-dependent CPR and how to incorporate it into safety and risk analysis calculations.

The scenarios considered here include upgrading track class both with and without speed increases. Either scenario would entail considerable additional capital and maintenance expense (Zarembski and Resor, 2004). Rational consideration of these options would require data on their incremental cost and, ideally, information on the cost-effectiveness of other options that might also affect risk. This would enable informed decisions about when and where risk reduction options should be implemented and which are the most cost-effective.
4.11 Conclusions

In this chapter, I present a technique to incorporate the effects of different train speeds on accident rate and CPR and incorporate both of these into a hazardous materials transportation risk analysis model. The relationship was developed to estimate speed-dependent CPR, thereby allowing more accurate estimates of route risk. Although previous work has addressed various aspects of this question (Nayak et al., 1983; CCPS, 1995; Barkan et al., 2003; Treichel et al., 2006), the method for calculating speed-dependent CPR described here can be used to develop estimates for specific tank car designs, which was not previously possible. Additionally, the statistics and methodology presented here are based on the most up-to-date, published data on tank car performance in accidents. The utility of speed-dependent CPR is illustrated using a case study of track infrastructure upgrades in which I analyze the effects of train speed and track improvement independently and in combination to assess their effect on route risk. Different options in a track infrastructure upgrade problem are considered to determine the option that may provide the greatest reduction in risk for the particular route studied.

Previous work has not explicitly considered the nature or extent of the effect on risk estimates of using average-speed CPR versus speed-dependent CPR. Although the use of average-speed CPR may often be appropriate for national or system wide estimates of risk, it does not satisfactorily account for differences in operating characteristics when comparing routes. Different routes will almost certainly have differing speed distributions and population exposure. The use of average-speed CPR can lead to both underestimate and overestimate of overall risk along the route and at specific locations along the route. Both of these may affect risk management decisions; therefore, the ability to more accurately calculate them is important. In addition, the use of speed-dependent CPR affects the ability to quantitatively assess the effect of certain types of track infrastructure upgrade, as illustrated in the case study. The speed-dependent CPR calculation methodology and its application to risk analysis models should enable more accurate risk calculations, not only for route risk comparisons, but also for assessment and evaluation of the benefits of infrastructure improvements that affect operating speed.
CHAPTER 5
OPTIONS FOR ROUTE INFRASTRUCTURE IMPROVEMENT
FOR RISK REDUCTION


5.1 Introduction

Approaches towards reducing risk include improving transportation packaging, rerouting of hazardous materials traffic, track infrastructure improvement and speed management. Previous chapters considered routing and the effect of speed on risk. In this chapter, I introduce an alternative approach, i.e. track infrastructure improvement for hazardous materials transportation risk reduction and develop an approach to quantifying its effect and optimizing upgrade decisions.

Considerable prior work focused on rerouting of hazardous materials (e.g. Glickman, 1983; Glickman et al., 2007; Kawprasert and Barkan, 2008, and Chapter 3) and improving transportation packaging (Barkan et al., 1991; Barkan, 2008; Saat, 2009). In many circumstances, hazardous materials rerouting may not be practical and by definition will involve transferral of risk from one corridor to another. On the other hand, improving tank car safety designs reduces the conditional probability of release (CPR) given an accident and consequently the level of consequence (Saat and Barkan, 2006b). However, this measure does not reduce accident rates.

Track upgrade usually requires substantial capital investment and increased operating and maintenance expense. Therefore, such investment must be as efficient and effective as possible. Given a hazardous materials transportation network, the most effective strategy will be to upgrade segments that provide the greatest safety benefit given some budget constraints (Kawprasert and Barkan, 2009a). The objective of this chapter is to provide a quantitative framework to consider track infrastructure improvement as a means of reducing risk and to help identify the most cost-effective options to maximize the safety of rail transportation of hazardous materials.
The organization of this chapter is divided into two parts. In the first part, I introduce a mathematical framework to evaluate track infrastructure improvement as a means of reducing risk. In the second part, I illustrate an application of framework to several track upgrade decision problems.

The quantitative framework in this chapter is intended to help risk managers determine the locations where track segments should be upgraded to obtain the greatest benefit from investment. In this regard, I introduce an optimization model, the *route infrastructure improvement selection model* – a framework to formally consider route infrastructure improvement as an alternate measure for hazardous materials transportation risk reduction. A generalized version of the model is then developed using mixed integer programming (MIP). This includes a single-objective route infrastructure improvement selection model to minimize risk given a constrained upgrade cost, and a bi-objective route infrastructure improvement selection model to minimize both risk and track maintenance cost.

The first model aims at determining possible locations for track infrastructure improvements that provide the greatest reduction in risk given a resource constraint. The second model incorporates a cost element using a bi-objective optimization framework that simultaneously considers the tradeoff between reduction in risk and increase in investment cost. The bi-objective model is used to suggest the best strategy for track infrastructure management that minimizes both risk of transporting hazardous materials and annual track maintenance cost. The route infrastructure improvement selection models account for the combined effects of: segment-specific accident rate, conditional probability of release from a tank car in an accident, and population density adjacent to the rail route. In addition, the effect of train speed on risk is also considered, using the relationships described in Chapter 4 (Kawprasert and Barkan, 2010a). The models presented are structured in a way that they can be easily modified and adapted to accommodate other objectives or applications of interest. Overall, the mathematical framework serves as a tool to enable the risk-based decision making on investments in route infrastructure improvement.
In the second part of this chapter, I describe an application of the model and discuss various aspects of track infrastructure improvement problems.

First, I illustrate the model application using a case study in which I consider several strategies for track upgrade that minimize route risk under different policies and objective functions to allow flexibility for risk management and planning. In particular, the alternative approaches to allocating resources for the single-objective route infrastructure improvement selection model to minimize risk consist of: upgrade track segments of any class to the next higher class in any location on the route, upgrade track segments of a particular class to the next higher class at any location, and upgrade consecutive like-track track class segments to the next higher class. The degree of risk reduction due to these upgrade strategies is systematically evaluated and compared.

Second, I conduct a sensitivity analysis of investment in track upgrades to determine the effect on safety over various levels of investment. This enables a better understanding of how track class upgrade offers safety benefits for a given investment level. For the three upgrade scenarios above, I assume a constant track upgrade cost per mile to complete the analysis. I also conduct a sensitivity analysis of these cost assumptions. Although the parameter estimates used in the analysis may still require further refinement, this does not interfere with the principal objective of this chapter, which is to provide a general framework to evaluate the most cost-effective approaches for track infrastructure improvement to obtain the greatest safety benefit.

Third, I illustrate two variations of track infrastructure improvement problems. A bi-objective route infrastructure improvement selection model is adapted to determine the potential locations where 1) track infrastructure improvement (track-class upgrade) or 2) track infrastructure management (track-class upgrade or downgrade) should be considered to minimize both risk and track maintenance cost. In this part, track-class specific upgrade cost is considered to account for an increase in ordinary and renewal track maintenance costs.

Fourth, the route infrastructure improvement problems rely on transportation network data comprising track segments applicable for track-segment-specific risk analysis and optimization. Variation of rail segment lengths in transportation networks may affect the accuracy of segment-specific risk analyses and the optimization results for infrastructure
improvement. The last part of this chapter attempts to analyze the effect of track segment lengths in segment-specific risk estimation and optimization. In particular, I illustrate how optimality of track infrastructure improvement is achieved and compare the Pareto efficient frontier when uniform and non-uniform route segmentation is considered. This brings up a new issue on the development of a better route-segmentation approach for track-segment-specific risk analysis and optimization.

5.2 Previous Studies on Route Infrastructure Improvement for Risk Reduction

Saat and Barkan (2006b) analyzed the marginal benefit of improving tank car safety design in reducing hazardous materials transportation risk compared to improving railroad infrastructure. They developed a simple cost-benefit model to compare the safety benefit from tank car replacement vs. infrastructure improvement and determined the conditions when one is more effective than the other. While track improvement generally reduces the overall system-wide derailment probability, enhanced tank cars could change the level of possible consequences. They also showed that the marginal benefit expressed in terms of the percentage reduction in likelihood of release is proportional to the investment level for the tank car design enhancement approach, while the track improvement results in a diminishing marginal return.

Lai et al. (2010) developed an optimization framework to determine the optimal assignment of track class based upon the track characteristics, traffic demand and maintenance budget. Their model takes into account the trade-off between track infrastructure maintenance cost and transportation cost. Nevertheless, their framework does not consider the safety aspect in that the differential accident rates associated with track classes were not incorporated, i.e. it does not account for the benefit from reduction in accident rates as a result of track infrastructure improvement.

Liu et al. (2010) developed a benefit-cost analysis framework to consider the trade-off between reduced accident rates and increased costs in evaluating track infrastructure improvement as a risk reduction strategy. They also developed a model for estimating track-class-specific upgrade costs. Upgrading track class 3 to class 5 yields higher annual derailment reduction benefit than that of upgrading class 3 to class 4 and class 4 to class 5 but at higher cost. Track improvement is more cost-justified for the lines with higher traffic densities. Their
framework, however, does not provide a means to identify the locations in the network where such improvement should take place to obtain the greatest benefits.

Kawprasert and Barkan (2009a) developed a mathematical model to determine the locations where track segments should be upgraded to yield the most reduction in risk. This model, however, neglects the differential track upgrade costs for different track classes and uses a single, constant value of CPR that is independent of train speed.

In this chapter, I propose a new formulation in which speed-dependent CPR is incorporated for a more accurate evaluation of the benefits of track infrastructure improvement on risk reduction (Kawprasert and Barkan, 2010a; and Chapter 4). In addition, the new model accommodates track-class-specific infrastructure upgrade costs. In particular, the bi-objective model simultaneously considers both risk and investment costs in determining route infrastructure improvement strategy, given a resource constraint.

5.3 Route Infrastructure Improvement Selection Model

5.3.1 Model Formulation

In this section I introduce a new optimization model to determine the upgrade locations of track segments to minimize hazardous materials transportation risk based on the recent development of speed-dependent CPR by Kawprasert and Barkan (2010a).

This new model formulation considers segment-specific parameters to estimate annual risk. The new model also improves the prototype model previously developed by Kawprasert and Barkan (2009a) in that it is designed to: 1) account for train speed in estimating risk, 2) handle multiple release scenarios, and 3) incorporate use of multiple tank car types, and 4) accommodate track-class-specific upgrade cost. Since the new optimization model incorporates the effect of train speed in risk estimation, it enables a more accurate risk calculation and thus facilitates a proper evaluation of the benefits of infrastructure improvements.

Multiple release scenarios may include one or more combinations of these scenarios: time of day, fire involvement, and quantity spilled. When prior information is unavailable, one may assume the probability distribution as appropriate. For example, Kawprasert and Barkan (2008)
assumed equal probability of daytime and nighttime spills. The probability of fire involvement for specific materials may be determined from either past release incident statistics or industry expert opinion (Kawprasert and Barkan, 2010a). Treichel et al. (2006) provided the probability distribution of various spill sizes expressed by the percentage of quantity of product lost in an accident. If multiple scenarios are considered in the analysis, the affected areas may also vary depending on the corresponding scenarios considered. Since the U.S. DOT ERG (PHMSA, 2008) recommended release-scenario-specific evacuation distances for determining the area affected by a release, the consideration of a specific scenario of release is necessary for the mathematical framework that is based on the ERG hazard exposure model.

Shippers may use more than one type of container for transporting a particular product. Thus, the model formulation should be structured to accommodate shipments by multiple car types. In particular, the model must be capable of accounting for different speed-dependent CPRs corresponding to each specific tank car type. However, one may simplify the computation by using the aggregate conditional probability of release, which is the CPR normalized by the percentage of each car type in the fleet (Kawprasert and Barkan, 2008), or by using the maximum CPR to represent the worst case scenario.

The resource constraint of the model sets the maximum level of resource to be used for track infrastructure improvement. Depending on information available, a single unit cost may be assumed to represent an average infrastructure improvement cost. Hence, the upgrade length may be used as a proxy variable for track upgrade cost. Nevertheless, for more accurate cost estimation, the model should be able to handle track class specific infrastructure upgrade cost as a function of track type and traffic density (Zarembski and Resor, 2004; Lai et al., 2010; Liu et al., 2010).
The generalized formulation for route infrastructure upgrade problem is given as follows:

Minimize Annual Risk, $S = \sum_{i=1}^{n} S_i$ 

subject to 

$\sum_{i=1}^{n} C_i L_i \leq X$  

where 

$S_i = R_i - C_i d_i, \quad \forall i$ 

and 

$C_i = 1$ if upgrade 

$= 0$ otherwise 

where 

- $S_i$ = segment risk (persons affected per year) 
- $C_i$ = decision variable for track segment $i$ (1 if upgrade, 0 otherwise) 
- $L_i$ = length of the track segment (miles) 
- $X$ = maximum upgrade length (miles) 
- $R_i$ = baseline segment risk (before upgrade) (persons affected per year) 
- $d_i$ = reduction of segment risk if track segment $i$ is upgraded to a higher class (persons affected per year) 
- $n$ = total number of segments in the route 
- $i$ = track segment ID 

The baseline segment risk can be computed from the following equation. 

$R_i = \sum_{j=1}^{o} \sum_{k=1}^{p} V_{ik} T_{ik} L_{ik} W_{ik} P D_{ij} A_j$  

The reduction of segment risk as a result of upgrade can be determined from the following equations. 

$d_i = \sum_{j=1}^{o} \sum_{k=1}^{p} V_{ik} M_{ik} L_{ik} W_{ik} P D_{ij} A_j$  

or 

$d_i = R_i' - \sum_{j=1}^{o} \sum_{k=1}^{p} V_{ik} Z_{ik} Q_{ik} P D_{ij} A_j$ 

80
where

\[ V_{ik} = \text{annual shipments (carloads) on track segment } i \text{ made by tank car type } k \]

\[ T_i = \text{rate of tank car involvement in an FRA-reportable derailment on track segment } i, \text{ before upgrade (tank cars derailed per car-mile)} \]

\[ L_i = \text{length of the track segment } i \text{ (miles)} \]

\[ W_{ik} = \text{conditional probability of release given that a tank car derails, adjusted for speed on track segment } i \text{ for tank car type } k \]

\[ P_{ij} = \text{probability distribution of a specific release scenario } j \text{ occurring on track segment } i \]

\[ D_i = \text{average population density along track segment } i \text{ (persons per square mile)} \]

\[ A_j = \text{affected area for the material considered as per the U.S. DOT ERG recommendation, corresponding specific release scenario } j \text{ (square mile)} \]

\[ M_i = \text{absolute difference between the original annual rate of tank car involvement in an FRA-reportable derailment of track segment } i \text{ before upgrade and the new rate in which track segment } i \text{ is upgraded to a higher class (tank cars derailed per car-mile)} \]

\[ R'_i = \text{segment risk after upgrade (persons affected per year)} \]

\[ Z'_{i} = \text{rate of tank car involvement in an FRA-reportable derailment given that segment } i \text{ is upgraded to a higher class (tank cars derailed per car-mile)} \]

\[ Q_{ik} = \text{conditional probability of release given that a tank car type } k \text{ derails, adjusted for maximum speed on the upgraded track segment } i \]

\[ o = \text{total number of release scenarios considered} \]

\[ p = \text{total number of tank car types used to transport the product(s)} \]

The objective function in Eq. (5.1) gives the estimate of annual risk after track infrastructure improvement. The estimate can be compared with the baseline risk. Thus, the route infrastructure improvement selection model implies the maximum possible safety benefit in terms of risk reduction that can be obtained from track infrastructure improvement. Eq. (5.2) stipulates that the total upgrade length cannot exceed the specified level \( X \). Eq. (5.3) computes a track segment-specific risk. Eq. (5.4) defines a binary decision variable: \( C_i = 0 \) (no upgrade), and
$C_i = 1$ (segment $i$ upgraded). Eq. (5.6a) is used if one assumes the same operating speed on a segment after upgrade. If a speed increase is assumed after upgrade, e.g. assuming the train operates at maximum track speed on the upgraded segment, Eq. (5.6b) can be used. The generalized route infrastructure improvement selection model determines locations for track upgrade that minimize risk subject to a resource constraint. One advantage of formulating the route infrastructure improvement problem in the MIP form is that the problem can be easily solved using robust solvers provided that all the risk parameters are pre-determined.

5.3.2 Route Infrastructure Improvement Selection Model Incorporating Cost Parameters

The previous section considers length of track upgraded as a proxy variable for investment cost. In this section, I illustrate how the route infrastructure improvement selection model can be adapted to accommodate costs associated with track infrastructure improvement. Then, I use the modified model to conduct a sensitivity analysis of investment level on the safety benefit of track infrastructure improvement for hazardous materials transportation.

5.3.2.1 Identification of Cost Parameters

First, I consider a unit cost for railroad track infrastructure upgrade to be incorporated into the model. In practice, this cost may vary with location in the network and the level of upgrade, which depends on the existing track infrastructure and the desired condition. Therefore, in general, the unit costs will be different for upgrading different track classes. To accommodate the infrastructure upgrade cost, the resource constraint of the route infrastructure improvement selection model can be modified as follows:

$$\sum_{i=1}^{n} O_i C_i \leq E$$  \hspace{1cm} (5.7)

where

- $O_i$ = cost of upgrading track segment $i$ to a higher class ($\$)
- $E$ = total budget allocated for route infrastructure improvement ($\$)$
Next, I attempt to quantify the benefit from the investment in track improvement. Several metrics can be considered: risk reduction compared to baseline, risk reduction per unit investment, or benefit-cost ratio (BCR). The objective is to maximize these metrics.

To express risk monetarily (i.e., risk cost), the consequence term can be decomposed into several elements representing the cost of the consequence. Depending on the degree of accuracy required and availability of information, the consequence costs may comprise: evacuation cost, clean up cost, train-delay cost, track and equipment damage costs, cost of materials loss, etc. These costs are dependent on various, different parameters. For example, evacuation cost could be a function of persons subject to evacuation or sheltering in-place, environmental cleanup cost is likely to be a function of the quantity, type and location of materials spilled (Anand 2006, Yoon et al., 2009). For simplicity, I divide the consequence of release into two parts: that which is a function of persons affected representing evacuation cost, and that which is a single average value representing the consequence costs other than evacuation cost. To accommodate these cost components, the risk equation can be modified as follows:

Annual Risk Cost, \( K = \sum_{i=1}^{n} \sum_{j=1}^{o} \sum_{k=1}^{p} V_{ik} Z_{ij} L_{ik} W_{ik} (P_{g j i} A_{j} Y_{i} + G) \)  \( (5.8) \)

where

- \( K \) = annual risk cost ($)
- \( Y_{i} \) = consequence cost per person affected for track segment \( i \) ($ per person)
- \( G \) = average consequence cost per incident ($)

If the BCR is to be considered as criteria for evaluating the effectiveness of track infrastructure improvement, then the safety benefit per investment, \( B \), can be computed as follows:

\[
B = \frac{\Delta K}{E}
\]  \( (5.9) \)

where

- \( \Delta K \) = safety benefit, defined as the reduction in annual risk ($) = \( K' - K \)
- \( K' \) = baseline risk (before improvement) ($)
- \( K \) = risk after improvement ($)
\[
E = \text{investment on track infrastructure improvement converted into present value (\$)}
\]

\[
= \frac{E}{(1+r/100)^t}
\]  

(5.10)

where

\[
E = \text{total budget allocation for track infrastructure improvement (\$)}
\]

\[
r = \text{discount rate (\%)}
\]

\[
t = \text{time period considered (years)}
\]

To obtain the baseline risk \(K'\), the value of \(E\) in Eq. (5.7) can be set to zero. After all parameters are estimated, the route infrastructure improvement selection model incorporating infrastructure upgrade and consequence costs can be solved in a similar manner as before.

In the following section, I discuss the estimation of parameters required for the modified route infrastructure improvement selection model incorporating track upgrade costs.

### 5.3.2.2 Track Infrastructure Upgrade Cost

A critical piece of information required to evaluate the cost-effectiveness of track infrastructure improvement is the track upgrade cost as it is affected by existing and alternative infrastructure condition. It may also be subject to geographic conditions and labor/equipment costs. Depending on the particular purpose for consideration, track infrastructure upgrade may refer to track-class upgrade or track rehabilitation. Here, track-class upgrade is defined as an improvement of track maintenance and renewal standards from existing track class to a higher class, while track rehabilitation (sometimes referred to as track upgrade) may involve a renewal or replacement of rail, ties and improvement of geometry and embankment to accommodate higher traffic load while not necessarily improving track class. In this section, I review various estimates of track improvement cost.

Saat and Barkan (2006b) used data from a class-1 railroad to estimate track improvement cost. Their analysis assumed a value of $600,000 per mile accounting for upgrading class-4 mainline track to class 5 including: upgrading rail to new 136 lb/yd continuous welded rail, 33% crosstie replacement, ballasting, surfacing, shoulder and drainage improvement, and miscellaneous work.
ZETA-TECH (2000) estimated the rehabilitation costs for a complete upgrade of a mile of track for a U.S. short line or regional railroad to be $516,066. This includes a complete replacement of rail, ties, ballast, turnout and surfacing to accommodate 286,000 lb. gross rail load cars (Resor et al., 2001).

Casavant and Tolliver (2001) considered the minimal cost per mile for upgrading branch lines to accommodate heavy axle loads (286,000 lb. maximum GRL) to be in the range of $250,000 to $300,000 per mile based on a use of 115 lb. or 132 lb. curve-worn rail. The lower cost of this estimate is probably due, in part, to use of used rail, rather than new rail.

In the assessment of the estimated infrastructure needs for Texas short line railroads to support 286,000 lb. GRL, Warner and Terra (2006) used a figure of $406,252 per mile as the upgrade cost, accounting for new 115 lb. rail and wooden crosstie, ballast, and surfacing.

Babcock and Sanderson (2006) provided an estimate for track upgrade cost of $207,770 per mile. This estimate represents an average of the costs for shortline railroads to upgrade mainline track to support 286,000 lb. axle loads. The average is based on 115 lb. and 132 lb. curve-worn rail used for upgrade.

Zarembski (2010) calculated the cost of track renewal using a specialized train to be $491,330 (including rail, concrete ties, labor and equipment) compared to the cost of a tie gang at $544,688 per mile. Estimates are also provided for new track construction of $445,984 and $459,888 using new track construction train and conventional gang, respectively.

Based to the cost information above, the unit cost of track improvement ranges from $200,000 to $600,000, with an average of $400,000 per mile. For purpose of illustration, an upper value of $600,000 per mile is assumed to represent one time investment cost on track infrastructure upgrade in the cost-effectiveness analysis.

5.3.2.3 Consequence Costs

Consequence costs can be decomposed into several elements. Saat (2009) considered three major cost components in expressing the total expected consequence cost for accident involving spills of hazardous material: evacuation cost (PHMSA, 2008), environmental cleanup cost (Schaeffer
et al., 2008; Yoon et al., 2009), and extra train-delay cost (Schafer and Barkan, 2008; Schafer, 2008) due to the presence of hazardous material in an accident.

A different set of consequences or parameter values may be appropriate for materials with different hazards such as Toxic Inhalation Hazard (TIH) materials or flammable gases. In this analysis, I assumed an evacuation period of 72 hours (3 days) but this can be adjusted to reflect the hazardous nature of the particular material analyzed and the spill quantities. I assumed an evacuation cost of $200 per person per day (PHMSA, 2008b) so the estimated consequence cost is $600 per person affected based on evacuation cost alone.

To estimate the fixed consequence cost, I analyzed data from the Incident Reports Database maintained by the U.S. DOT, Pipeline and Hazardous Materials Safety Administration (PHMSA, 2010). These data contain information regarding various consequence costs such as response cost, remediation cleanup cost and other damage costs associated with a particular hazardous material incident. For the material considered, I determined the average consequence cost per incident to be $1,434,000 based on the PHMSA data.

The route infrastructure improvement selection model framework is developed based on the U.S. DOT ERG hazard exposure model (PHMSA, 2008) so the consequence estimate is a function of persons affected. An alternative approach would be to use the value of statistical life (VSL) (Viscusi and Aldy, 2003; U.S. DOT, 2008) to represent the consequence cost. If VSL is used for consequence calculation, the rate of injuries and fatalities would need to be estimated.

### 5.3.2.4 Discount Rate

According to the Office of Management and Budget (OMB, 1992), the discount rate is the interest rate used in calculating the present value of expected yearly benefits and costs. The OMB has provided guidelines for benefit-cost analysis of federal programs, public investments, and regulatory programs that provide benefits and costs to the general public. The discount rates are updated periodically based on the expected interest rates for the first year of the budget forecast (OMB, 1992). For the year 2009, the nominal discount rate was 4.7% and 4.5% for 20-year and 30-year maturity, respectively. In 2008, the rate was 4.9% for both maturities. In this study, I use a discount rate of 5%.
5.3.2.5 Life Cycle Cost

The project life cycle is required to calculate the present value of the investment in track infrastructure improvement. According to OMB (1992), the life cycle cost is the overall estimated cost for a particular program alternative over the time period corresponding to the life of the program, including direct and indirect initial costs plus any periodic or continuing costs of operation and maintenance. Here I consider the investment in track infrastructure upgrade as a one-time cost that represents the overall life cycle cost of track infrastructure. That is, maintenance cost and other costs during the lifetime of track are not incorporated in this analysis.

According to Daniels (2008), the life cycle of the system ranges from 20 to 30 years, and the average track life cycle may be assumed to be on the order of 25 years. In this study, I assume track service life of 30 years.

5.3.3 Bi-objective Route Infrastructure Improvement Selection Model

5.3.3.1 Bi-objective Model Formulation

In the previous section, I discussed the single-objective mathematical models for determining the strategy for track infrastructure upgrade that provides the greatest reduction in risk given constrained resource. A single-objective approach is appropriate if a single unit cost is applied to all types of infrastructure upgrade. However, in practice, each type of upgrade will require different investment amounts. More specifically, the cost associated with track upgrade can be a function of traffic density, types of crosstie, degrees of curvature, and track class (Resor and Patel, 2002; Larsson, 2004; Zarembski and Resor, 2004; Lai et al., 2010; Liu et al., 2010). Based on different cost requirements, a risk manager may be interested in investment strategies that provide the greatest safety benefit, while requiring the minimal amount of investment. This makes the route infrastructure improvement a multi-objective problem.

This section deals with the bi-objective optimization problem of route infrastructure improvement. The bi-objective optimization model allows one to simultaneously consider two conflicting objectives associated with the problem. In the context of track infrastructure improvement, the bi-objective optimization model minimizes hazardous materials transportation
risk and the cost of infrastructure upgrade, while costs are constrained not to exceed a specified level. Accordingly, the development of the bi-objective route infrastructure improvement selection model here serves two purposes. One is to provide information regarding the strategies of infrastructure improvement that maximize safety benefits and minimize investment cost. The second is to illustrate the effect of track-class specific upgrade costs on infrastructure improvement decisions.

The bi-objective route infrastructure improvement selection model can be formulated in the form of a mixed-integer programming problem in which a binary decision variable represents a particular investment decision made for each specific segment. The bi-objective model presented here considers all possible track class upgrades, i.e. class 2 to 3, 2 to 4, 2 to 5, 3 to 4, 3 to 5, and 4 to 5. The model is described as follows:

Minimize Total Cost \[ Q = \sum_{h=2}^{5} \sum_{i=1}^{I_i} C_{h}^{i} \left( \lambda S_{h}^{i} + \gamma T_{h}^{i} \right) + \sum_{h=3}^{5} \sum_{i=1}^{I_i} C_{h}^{i} \left( \lambda S_{h}^{i} + \gamma T_{h}^{i} \right) + \sum_{h=4}^{5} \sum_{i=1}^{I_i} C_{h}^{i} \left( \lambda S_{h}^{i} + \gamma T_{h}^{i} \right) \] (5.11)

subject to

\[ \sum_{h=2}^{5} \sum_{i=1}^{I_i} C_{h}^{i} T_{2i}^{h} + \sum_{h=3}^{5} \sum_{i=1}^{I_i} C_{h}^{i} T_{3i}^{h} + \sum_{h=4}^{5} \sum_{i=1}^{I_i} C_{h}^{i} T_{4i}^{h} + \sum_{h=5}^{5} \sum_{i=1}^{I_i} C_{h}^{i} T_{5i}^{h} \leq X \] (5.12)

\[ \sum_{h=2}^{5} C_{h}^{i} = 1 \text{ for } g = 2, \text{ and for all } i \in I_2 \] (5.13)

\[ \sum_{h=3}^{5} C_{h}^{i} = 1 \text{ for } g = 3, \text{ and for all } i \in I_3 \] (5.14)

\[ \sum_{h=4}^{5} C_{h}^{i} = 1 \text{ for } g = 4, \text{ and for all } i \in I_4 \] (5.15)

\[ \sum_{h=5}^{5} C_{h}^{i} = 1 \text{ for } g = 5, \text{ and for all } i \in I_5 \] (5.16)

and

\[ C_{h}^{i} = \text{binary} \] (5.17)

Where

\[ Q^h \] = total cost (risk plus track upgrade cost) ($)

\[ S_{gi}^h \] = risk cost of transporting hazardous materials on segment \( i \) of previous class \( g \) given that the segment is upgraded or maintained at track class \( h \) standard ($)
The model above considers four groups of segments, i.e. class-2 segments \((g = 2)\), class-3 segments \((g = 3)\), class-4 segments \((g = 4)\), and class-5 segments \((g = 5)\) in the route as described by four summation terms in the objective function (Eq. 5.11), the budget constraint (Eq. 5.12) and decision constraints (Eq. 5.13 – 5.16). All possible upgrades are considered for each track class, except class-5 track.

The objective function in Eq. (5.11) gives the minimized sum of weighted risk and infrastructure upgrade cost. Note that the weighting coefficients \((\lambda, \gamma)\) between 0 and 1 is meaningful when the two conflicting objectives have similar values. Since the magnitude of risk cost and track improvement cost is much different, a larger weight is required for risk objective (see section 5.4.3.2).

The budget constraint in Eq. (5.12) stipulates that the total investment in track infrastructure improvement must not exceed the resource available.

The decision constraints in Eq. (5.13) – (5.16) require a single action on each segment for each class group. That is, if segment \(i\) has class \(g = 3\), the decision can only be one of the following: upgrade to class \(h = 4\) \((C_{3i}^4 = 1)\), or \(h = 5\) \((C_{3i}^5 = 1)\), or maintain it at the same class, \(h = g\) \((C_{3i}^3 = 1)\). Downgrade of track segment is not allowed, i.e. \(h \geq g\).
The binary constraint in Eq. (5.17) sets the value of decision variable $C$ to be either zero or one.

To determine the segment-specific risk cost, Eq. (5.8) can be adapted as follows:

$$S_{g}^{h} = \sum_{j=1}^{\alpha} \sum_{k=1}^{p} V_{ik} Z_{i}^{h} L_{i} W_{ik} \left( P_{ij} D_{i} A_{j} Y_{i} + G \right) \quad (5.18)$$

Where

- $Z_{i}^{h} = \text{annual rate of tank car involvement in an FRA-reportable derailment on track segment } i \text{ upgraded or maintained to class } h \text{ standards (tank cars derailed per car-mile)}$
- $W_{ik}^{h} = \text{conditional probability of release given that a tank car type } k \text{ derails, adjusted for maximum speed on track segment } i \text{ that is upgraded or maintained to class } h \text{ standards}$

To maintain track infrastructure, U.S. railroads use ordinary and renewal maintenance techniques (Grimes and Barkan, 2006). The costs associated with these are dependent on track class, traffic density, types of crosstie and curvature (Resor and Patel, 2002; Larsson, 2004; Zarembski and Resor, 2004; Lai et al., 2010; Liu et al., 2010). Liu et al. defined track class upgrade cost as an increase in maintenance cost (ordinary plus renewal costs) from that of an existing class to an upgraded class. Using the relationship developed by Liu et al. (2010), the annual track upgrade cost can be estimated as follows:

$$T_{g}^{h} = \left\{ \alpha_{h} - \alpha_{g} + (\beta_{h} - \beta_{g}) M_{ij} \right\} L_{i} \quad (5.19)$$

Where

- $\alpha_{h} = \text{base year fixed cost of maintaining segment under the standards for a higher, upgraded track class } h \text{ ($ per mile)}$
- $\alpha_{g} = \text{base year fixed cost of maintaining segment under the standards for current track class } g \text{ ($ per mile)}$
\[ \beta_h = \text{base year marginal variable cost of maintaining segment under the}
\text{standards for a higher, upgraded track class } h \text{ ($ per million gross ton-miles)} \]

\[ \beta_g = \text{base year marginal variable cost of maintaining segment under the}
\text{standards for current track class } g \text{ ($ per million gross ton-miles)} \]

\[ M_i = \text{traffic density on segment } i \text{ (million gross tons)} \]

\[ L_i = \text{length of the track segment } i \text{ (miles)} \]

### 5.3.3.2 Estimation of Track Class Specific Upgrade Costs

One of the critical elements of the bi-objective route infrastructure improvement selection model is the estimates of track class specific upgrade cost. Lai et al. (2010) and Liu et al. (2010) provide parameter estimates for track infrastructure upgrade cost in Eq. (5.19). These estimates vary with track class, types of tie and degree of curvature. However, information about type of tie and curvature is not available in the GIS data. Thus, I assume that a route uses wooden ties and has light curvature, which is most representative of the majority of the U.S. railroad network infrastructure.

The variable cost in Eq. (5.19) is a function of traffic density. Segment-specific traffic density can be determined using the national transportation network data from the U.S. DOT Bureau of Transportation Statistics (BTS). To account for variation in traffic over the route network, a segment-specific traffic density can be considered. For illustration, I considered the weighted average density of the entire route. Using BTS (2007) data, the average traffic density on the route considered is 86 million gross tons (MGT).

Using Liu et al. (2010) parameter estimates, annual track upgrade costs for the base year (2008) applicable for wooden tie track with light curvature and annual traffic density of 86 MGT are determined (Table 5.1).
Table 5.1. Estimated track upgrade cost for the route considered.

<table>
<thead>
<tr>
<th>Existing Track Class</th>
<th>Desired Track Class</th>
<th>Track Upgrade Unit Cost ($ Per Mile) *</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>10,989</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>22,566</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>31,365</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>11,577</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>20,376</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*Assume wooden tie, light curvature, and traffic density of 86 MGT*

5.4 Case Studies of Route Infrastructure Improvement

5.4.1 Route Infrastructure Improvement to Minimize Risk Given Constrained Resources

I developed a case study of track infrastructure upgrade, assuming speed increase after track upgrade and using the same representative route and traffic as described in Chapter 4 to verify the route infrastructure improvement selection model described in Section 5.3.1. A single release scenario is considered for 100 shipments made by a DOT-111A100W4 insulated tank car without a bottom outlet (Table 5.2). The upgrade is constrained to class-3 track upgrade to class 4 at any location on the route under a budget allocation equivalent to an upgrade of 50 miles of track. I used GAMS/CPLEX to solve the MIP model. The optimal strategy involves an upgrade of 68 class-3 segments to class 4 for a total upgrade length of 49.6 miles. The annual risk is reduced from the baseline of 0.779 to 0.471 persons affected per year, a 39% reduction.

The numerical solution obtained from the optimization problem alone may not be sufficient in the context of risk management and planning. Risk managers may prefer to visualize the quantitative results, in particular, the location of the segments to be upgraded along with the magnitude of risk reduction and the changes in the distribution of route risk. Kawprasert and Barkan (2009a) discussed several risk communication techniques to present this information more effectively. Figure 5.1 is a graphical representation of the change in risk distribution along the route together with cumulative route risk (before and after upgrade) based on the output from the optimization process. Chapter 9 provides additional illustration of means to communicate risk analysis results.
Table 5.2. Input parameters for route infrastructure improvement selection model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Carloads ( (V) )</td>
<td>100</td>
<td>Carloads</td>
</tr>
<tr>
<td>Length of Track Segment ( (L) )</td>
<td>Varies</td>
<td>Mile</td>
</tr>
<tr>
<td>Speed-dependent Conditional Probability of Release ( (R) )</td>
<td>Varies</td>
<td>No Unit</td>
</tr>
<tr>
<td>Segment-specific Population Density ( (D) )</td>
<td>Varies</td>
<td>Persons/Sq.Mi.</td>
</tr>
<tr>
<td>Affected Area ( (A) )</td>
<td>0.785</td>
<td>Square-mile</td>
</tr>
<tr>
<td>Maximum Total Upgrade Length ( (X) )</td>
<td>50</td>
<td>Miles</td>
</tr>
<tr>
<td>Track Class-specific Derailment Rates ( (T) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 2 Track</td>
<td>726x10(^{-9})</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 3 Track</td>
<td>300x10(^{-9})</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 4 Track</td>
<td>77x10(^{-9})</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 5 Track</td>
<td>42x10(^{-9})</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Maximum Reduction in Derailment Rate due to Upgrade ( (M) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 2 Track Upgraded to Class 3</td>
<td>(726-300)x10(^{-9})</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 3 Track Upgraded to Class 4</td>
<td>(300-77)x10(^{-9})</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 4 Track Upgraded to Class 5</td>
<td>(77-42)x10(^{-9})</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Maximum CPR on the Upgraded Track ( (Q) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 4 Track (60 mph max.)</td>
<td>0.2940</td>
<td>No Unit</td>
</tr>
<tr>
<td>Class 5 Track (70 mph max.)(^6)</td>
<td>0.3307</td>
<td>No Unit</td>
</tr>
</tbody>
</table>

1 Use BTS (2007) data
2 Use Kawprasert and Barkan (2010a) speed-dependent CPR, based on timetable speeds
3 Use ESRI (2005) data
4 per the U.S. DOT ERG’s Recommendation (PHMSA, 2008)
5 from Anderson and Barkan (2004)
6 Regulations permit operation of freight trains up to 80 mph (FRA, 2003)
   but for the representative route, maximum speed was limited to 70 mph.
Figure 5.1: Distribution of Segment-specific Risks When 50 Miles of Class-3 Segments Were Upgraded to Class 4 (Upgrade Segments in Any Location to Minimize Risk)

5.4.1.1 Route Infrastructure Improvement Strategies

Risk managers may wish to consider several different strategies to reduce route risk so that they can choose the one that offers the greatest benefit given constrained resources. Likewise, for track infrastructure improvement, there are several possible approaches. In this section, I illustrate the effect of different upgrade strategies on the magnitude of risk reduction. Previously, I considered class-3 segments upgrade because this offers the highest opportunity for risk reduction for the route considered (Kawprasert and Barkan, 2010a). The alternate strategies considered here include: 1) upgrade consecutive class-3 segments, and 2) upgrade any segments of class 4 or lower at any location along the route.

Upgrade Consecutive Class-3 Segments to Minimize Risk

This scenario considers upgrading consecutive class-3 track segments to class 4 along the route given a budget allocation for a 50-mile track upgrade. In this particular case, I used a simulation that was developed using Visual Basic for Application (VBA) to enumerate possible locations and obtain the optimal solution that gives the maximum reduction in risk. The algorithm
performs a one-way search from origin to destination for segments to be upgraded provided that the budget does not exceed an allowable limit. The objective is to measure the safety benefit that this scenario would offer compared to the previous scenario. For a 50-mile upgrade of class-3 segments to class-4, the best solution obtained involves an upgrade of 17 class 3-segments to class 4 with the total upgrade length of 49.8 miles. The route risk decreases from 0.779 to 0.600 persons per year, a 23% reduction.

Figure 5.2 shows the distribution of segment risk before and after upgrade. The previous upgrade scenario (Figure 5.1) gives a higher reduction in risk because of the greater flexibility in choosing segments for upgrade. This scenario with constrained location may favor a more practical upgrade in which consecutive segments having the same class are upgraded such that the risk reduction opportunities are greatest. For this particular case study, the segments chosen for upgraded are located in one area near the end of the route where the risk concentration is relatively high.
This scenario represents the case with the most flexibility in choosing track segments and locations for upgrade. That is, any segment of class 4 or lower at any location can be chosen for upgrade. Compared to the first upgrade scenario, the magnitude of reduction in risk in this case is only 4% higher (Figure 5.3). Although the model selected some class-2 track segments for upgrade, there is relatively little risk reduction because this track class represents a small proportion of the network. In addition, for the level of investment considered the model did not select any class-4 segments for upgrade because they give smaller reduction in risk compared to upgrading lower-track-class segments.

5.4.1.2 Effect of Level of Investment on Risk Reduction

To determine how various levels of investment in track upgrades affect risk, I conducted a sensitivity analysis by varying the total upgrade length to represent different levels of investment in track improvement. I considered the upgrades of classes 3 and 4 because these represent the major proportion of the route. Figure 5.4 shows the percentage risk reduction versus investment level.
Figure 5.4: Effect of Level of Investment on Risk Reduction

(A) Upgrade Segments in Any Location to Minimize Risk and (B) Upgrade Consecutive Segments to Minimize Risk

From these results, upgrading the higher class track (i.e., class 4 to class 5) has much less effect on risk reduction compared to upgrading lower track classes. This is consistent with the results of Kawprasert and Barkan (2009a; 2010a) and Chapter 4 of this dissertation, that upgrading class-3 segments to class 4 is likely to be a more effective strategy that offers higher
risk reduction. Moreover, there are diminishing returns for investment in infrastructure improvement for risk reduction, as previously shown by Saat and Barkan (2006b). For example, Figure 5.4b shows that at 50 mile increments for distance upgraded, the change in risk reduction is less than 20% after 200 miles of track have been upgraded from class 3 to class 4, and after 100 miles of track have been upgraded from class 4 to class 5. This kind of analysis may be helpful in considering an appropriate level of investment for track infrastructure upgrade to minimize hazardous materials transportation risk.

5.4.1.3 Sensitivity Analysis of Investment Level on Safety Benefit of Track Infrastructure Improvement

The one-time investment level, the discount rate, and the service life are used to calculate the present value of the investment. For example, if \( E = $30 \text{ million} \), \( r = 5\% \), and \( t = 30 \text{ years} \), then \( E = $6.94 \text{ million} \) from Eq. (5.10). The scenario considered is class-3 track upgraded to class 4 applied anywhere on the route. Table 5.3 summarizes the parameters used in this analysis.

Figure 5.5 shows the possible safety benefits for various levels of investment and traffic volume as measured by two metrics: annual reduction in risk cost, and annual reduction in risk cost per investment on track infrastructure improvement, based on the assumptions made.

Table 5.3. Parameters used in the sensitivity analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budget Allocation ((E)) (million $)</td>
<td>Varies</td>
</tr>
<tr>
<td>Discount Rate ((r))</td>
<td>5%</td>
</tr>
<tr>
<td>Infrastructure Life Cycle ((t))</td>
<td>30 years</td>
</tr>
<tr>
<td>Consequence Cost ((Y))</td>
<td>$600 per person affected</td>
</tr>
<tr>
<td>Track Upgrade Cost ((O))</td>
<td>$600,000 per mile upgraded</td>
</tr>
</tbody>
</table>
Figure 5.5: Safety Benefit of Route Infrastructure Improvement As Measured by Reduction in Risk Cost per Year

For different levels of investment, safety benefit increases rapidly with the initial investment. However, as investment increases the rate of risk reduction declines with benefit. Similarly, the safety benefit per unit of investment is the highest for the initial levels of investment, then decreases with the level of investment. This represents diminishing marginal returns of route infrastructure improvement. The result is consistent with the finding in Section 5.5 that risk initially decreases rapidly as the high-risk segments (that comprise a small percentage of route length) are upgraded. Since the segments identified for upgrade are rank-ordered, there are diminishing benefits as more are upgraded. Consequently, risk is reduced at a decreasingly lower rate as the lower-risk segments that constitute most of the route are upgraded.

For any given level of investment, track infrastructure improvement provides a safety benefit that is basically a linear function of hazardous material traffic volume on each affected track segment. The more carloads on a track segment, the greater the benefit from track infrastructure improvement. The graph also shows that the sensitivity of the safety benefit per
unit investment is directly related to the traffic. This leads to the intuitive result that investment in track infrastructure improvement is worth more for portions of the network with higher hazardous materials traffic compared to those with less traffic (Liu et al., 2010). In general, the incremental change in hazardous materials traffic is unlikely to affect track deterioration rate and maintenance cost. These costs will be strongly affected by overall tonnage on a route and this must be properly factored into the cost-effectiveness of segment specific upgrades.

The utility of the metric used to quantify risk may vary depending on the type and context of risk management decisions. Figure 5.6 is an alternative representation of the results, using a reduction in annual number of persons subject to evacuation or sheltering in-place as the metric for the benefit. This is equivalent to the difference in annual risk after track infrastructure improvement, compared to baseline risk.

Figure 5.6: Safety Benefit of Route Infrastructure Improvement As Measured by Magnitude of Reduction in Number of Persons Affected per Year

![Figure 5.6: Safety Benefit of Route Infrastructure Improvement As Measured by Magnitude of Reduction in Number of Persons Affected per Year](image)
5.4.1.4 Sensitivity Analysis of Track Infrastructure Upgrade Cost

Due to uncertainty associated with the cost estimate of track infrastructure improvement, this section examines how safety benefit changes with the variation in the unit cost of track upgrade. Assuming 100 carloads of the same material over the same route considered before, the unit cost of track upgrade is varied from $200,000 to $600,000 per mile at $100,000 increment. Figure 5.7 shows the result of sensitivity analysis of track upgrade cost. At the same investment level, a lower unit upgrade cost provides a higher benefit. The higher the unit cost, the greater the total budget required to obtain the highest possible reduction in risk. However, the difference in safety benefit is the greatest in the initial levels of investment, i.e. within the range between $5,000,000 and $10,000,000.

Apart from cost estimate, there is uncertainty error associated with other risk parameters such as track-class-specific accident rates, CPR and consequence that may affect a quantitative analysis of the benefit of track infrastructure improvement. This issue is discussed in later part of this chapter.

![Figure 5.7: Sensitivity Analysis of Track Infrastructure Upgrade Costs](image-url)
5.4.2 Route Infrastructure Improvement to Minimize Both Risk and Cost

Previous analyses consider one-time investment on track infrastructure improvement. Another approach is to consider track-class-specific upgrade cost defined as an increase in annual track renewal and maintenance cost. Using the cost model of track-class upgrade developed by Liu et al. (2010) and assuming wooden tie, light curvature, and annual traffic of 100 million gross tons, the annual track class upgrade cost is estimated to be $13,243 per mile.

In Section 5.4.1 a one-time investment cost of $600,000 per mile is assumed for upgrade cost. If this is equally distributed over the track lifetime of 30 years, then the annual upgrade cost is $20,000 per track mile. An average cost of $400,000 per mile would result in annual average cost of $13,333 per mile, which is closer to Liu et al.’s model estimate. While the capital cost is depreciated over time period, the maintenance cost will be incurred each year. In the next section, I introduce a variation of track infrastructure improvement selection problem that strictly considers track-class upgrades using Liu et al. (2010) cost estimates.

A case study using the same representative route data as Section 5.4.1 was considered. However, the tank car type considered was changed to a more common non-insulated DOT-111A100W1 tank car with 7/16 inch tank thickness without special safety design features beyond the DOT minimum requirements. The average consequence cost previously estimated in Section 5.3.2.3 is incorporated into the model for a more complete cost-benefit analysis of track infrastructure improvement. Instead of using a one-time track upgrade cost, an annual saving in ordinary and renewal track maintenance costs is considered (Liu et al., 2010). In addition to parameters used in Table 5.4, all other input parameters for this case study are the same as those described in Table 5.2.
Table 5.4. Input parameters for bi-objective route infrastructure improvement selection model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum CPR on the Upgraded Track&lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 3 Track (40 mph max.)</td>
<td>0.2182</td>
<td>No Unit</td>
</tr>
<tr>
<td>Class 4 Track (60 mph max.)</td>
<td>0.2940</td>
<td>No Unit</td>
</tr>
<tr>
<td>Class 5 Track (70 mph max.)</td>
<td>0.3307</td>
<td>No Unit</td>
</tr>
<tr>
<td>Consequence Costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed Cost&lt;sup&gt;2&lt;/sup&gt;</td>
<td>1,434,000</td>
<td>$ per incident</td>
</tr>
<tr>
<td>Variable Cost</td>
<td>600</td>
<td>$ per person affected</td>
</tr>
<tr>
<td>Annual Investment Budget</td>
<td>1,000,000</td>
<td>$ per year</td>
</tr>
<tr>
<td>Track Upgrade Unit Cost&lt;sup&gt;3&lt;/sup&gt;</td>
<td>Varies (Table 5.1)</td>
<td>$ per mile</td>
</tr>
</tbody>
</table>

<sup>1</sup> Use Kawprasert and Barkan (2010a) speed-dependent CPR for particular tank car considered  
<sup>2</sup> Based on PHMSA hazardous material incidents data (see discussion in Section 5.3.2.3 and Chapter 6)  
<sup>3</sup> Use Liu et al. (2010) cost model for track class upgrade

For each segment, risk and improvement costs can be predetermined for all possible upgrade strategies considered. Therefore, for ease of coding, I developed corresponding risk and cost matrices, each of size of 598x7 (number of segments times number of strategies considered). Wherever, any strategies are not applicable, a large number is assigned as an upgrade cost to prevent the model from choosing impossible strategies while zero is assigned as the corresponding risk value (Table 5.5).

The baseline risk cost (without any upgrades) was determined to be $10,335. Solving the bi-objective route infrastructure improvement selection model with weighting coefficient $\lambda$ of 1.0 applied to risk cost in the objective function (Eq. 5.11) under various budget levels yields the optimal solutions shown in Figure 5.8 and Table 5.6.
### Table 5.5. Example of risk and cost matrices for the bi-objective model.

#### Segment-specific Risk Matrix

<table>
<thead>
<tr>
<th>Segment Number</th>
<th>Track Class</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Do Nothing</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>$S^2_{21}$</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>$S^3_{32}$</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>$S^4_{43}$</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>$S^5_{54}$</td>
</tr>
<tr>
<td>…</td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>

#### Segment-specific Upgrade Cost Matrix

<table>
<thead>
<tr>
<th>Segment Number</th>
<th>Track Class</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Do Nothing</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>…</td>
<td>…</td>
<td>…</td>
</tr>
</tbody>
</table>

$\mathcal{M}$ = large positive number

$S^h_{gi}$ = risk cost of transporting hazardous materials on segment $i$ of previous class $g$ given that the segment is upgraded or maintained at track class $h$ standard ($)$

$T^h_{gi}$ = cost of upgrading segment $i$ from class $g$ to class $h$ ($)$

![Risk vs. Track Upgrade Cost at Optimal Investment Levels](image)

**Figure 5.8: Risk vs. Track Upgrade Cost at Optimal Investment Levels**
Figure 5.8 indicates that risk decreases at a more constant rate with track infrastructure improvement, compared to the diminishing pattern found in previous analyses (Section 5.4.1.3). This is because of a fixed consequence cost assumed in Eq. (5.18) outweighs the variable component of the consequence cost (Table 5.4).

A maximum possible risk reduction for the scenario considered is 46.5%, corresponding to the investment in track infrastructure improvement of $9.8 million. There is a noticeable change in rate of risk reduction beyond the investment level of $3 million.

Table 5.6 shows optimal track infrastructure improvement strategies at each level of budget allocation in more detail. From a budget up to $3 million, the model suggests upgrading classes 2 and 3; in particular, upgrading class-2 segments to class-4 and class-3 segments to class 4. From a budget of $4 million, the model suggests upgrading more class-4 track segments. All class-2 segments (11 miles total) are to be upgraded to the highest class 5 at a budget level of $6 million, while all class-3 segments (230 miles total) and class-4 segments (545 miles total) are to be upgraded to class 5 at $8 million and $9.8 million, respectively. With an annual budget of $9,801,435, all segments in the route can be upgraded or maintained at class-5 track standards. This gives a maximum possible reduction in annual risk of 46.5% from the baseline route risk.

Risk managers may be interested in the basis underlying for how the model prioritizes the investment among different upgrade options. Table 5.6 implies that upgrading classes-2 and -3 track segments to class 4 are the most favorable options for a budget under $4 million. Above this level, the better strategies (that give a higher reduction in risk) would be upgrading all classes 2, 3 and 4 to class 5. Class 4 track segments have the highest proportion of total route length, but converting them to class 5 results in less reduction in risk per mile upgraded, compared to upgrading other classes. Thus, above $4 million investment, the rate of risk reduction declines.

It may be useful to consider how each upgrade option offers benefit while requiring a different level of investment. Table 5.7 shows the magnitude of reduction in accident rates due to upgrading different track classes. It is obvious that the safety benefit in term of accident rate reduction per mile upgraded is the highest for the lowest track class upgrades and the lowest for the highest track class upgrades. Thus, the model would favor upgrading lower class track before choosing higher classes.
Table 5.6. Optimal track infrastructure improvement strategies.

Baseline Risk Cost = $10,335

<table>
<thead>
<tr>
<th>Track Upgrade from Class:</th>
<th>Existing Track Class</th>
<th>Upgraded Track Class</th>
<th>Reduction in Risk (%)</th>
<th>Track Upgrade Cost : Reduction in Accident Rate Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 to 3</td>
<td>2 to 4</td>
<td>2 to 5</td>
<td>3 to 4</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>250,000</td>
<td>9,859</td>
<td>249,992</td>
<td>4.6</td>
<td>0</td>
</tr>
<tr>
<td>500,000</td>
<td>9,534</td>
<td>499,989</td>
<td>7.8</td>
<td>0</td>
</tr>
<tr>
<td>1,000,000</td>
<td>9,009</td>
<td>999,963</td>
<td>12.8</td>
<td>0</td>
</tr>
<tr>
<td>2,000,000</td>
<td>8,043</td>
<td>1,999,988</td>
<td>22.2</td>
<td>0</td>
</tr>
<tr>
<td>3,000,000</td>
<td>7,274</td>
<td>2,999,969</td>
<td>29.6</td>
<td>0</td>
</tr>
<tr>
<td>4,000,000</td>
<td>6,917</td>
<td>3,999,999</td>
<td>33.1</td>
<td>0</td>
</tr>
<tr>
<td>5,000,000</td>
<td>6,636</td>
<td>4,999,997</td>
<td>35.8</td>
<td>0</td>
</tr>
<tr>
<td>6,000,000</td>
<td>6,362</td>
<td>5,999,999</td>
<td>38.4</td>
<td>0</td>
</tr>
<tr>
<td>7,000,000</td>
<td>6,088</td>
<td>7,000,000</td>
<td>41.1</td>
<td>0</td>
</tr>
<tr>
<td>8,000,000</td>
<td>5,840</td>
<td>7,999,945</td>
<td>43.5</td>
<td>0</td>
</tr>
<tr>
<td>9,000,000</td>
<td>5,653</td>
<td>8,999,999</td>
<td>45.3</td>
<td>0</td>
</tr>
<tr>
<td>10,000,000</td>
<td>5,533</td>
<td>9,801,435</td>
<td>46.5</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.7. Benefit of reducing accident rates by upgrading different track classes.

 Reduction in Accident Rates (Cars Derailed per Billion Car-miles) *  Track Upgrade Cost : Reduction in Accident Rate Ratio

<table>
<thead>
<tr>
<th>Track Class</th>
<th>Existing Track Class</th>
<th>Upgraded Track Class</th>
<th>Reduction in Risk (%)</th>
<th>Track Upgrade Cost : Reduction in Accident Rate Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>2 to 3</td>
</tr>
<tr>
<td>2</td>
<td>426</td>
<td>649</td>
<td>684</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>223</td>
<td>258</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>35</td>
<td>4</td>
</tr>
</tbody>
</table>

*Based on Accidents Rates from Anderson and Barkan (2004)

The right hand side of Table 5.7 shows the values of track upgrade unit cost divided by the corresponding reduction in accident rates. For example, one mile of class-4 track upgrade would require $251 to reduce the annual number of cars derailed by one per billion car-miles. Thus, for the same amount of benefit in reducing accident rates, upgrading higher track classes requires a higher investment, especially upgrading class 4 to 5.
This analysis provides important ideas regarding the prioritization of the investment strategies. There are several other factors involved in the optimization process; for example, a different magnitude of speed increase and consequently the CPR corresponding to each upgrade strategy. For the same track-class upgrade, the locations affect the decision because of different exposure level to population and environment. The optimization model framework takes into account and integrates all these aspects thereby providing an efficient tool to facilitate a risk-based decision making on track infrastructure improvement.

Another useful tool is a graphical illustration of the optimal strategies selected. The techniques described by Kawprasert and Barkan (2009a) (Chapter 9) can be applied to show the locations along the route where different strategies would be applied. Such illustrations will complement the numerical results shown in Table 5.6 and provide additional useful information to risk managers.

5.4.3 Additional Case Studies Using Uniform Segment Length

In this section, I develop additional case studies using uniform track-segment length. The effect of segment length on the risk reduction optimization problem is formally analyzed in the later part of this chapter. The purpose of this analysis is to show the distribution of risk of upgraded segments when segment length is uniform and to consider additional variation of route infrastructure improvement problems using equal-length route segments.

For this particular study, I consider a set of track segments, each having a length of two miles (Figure 5.9), the percentage distribution of track class by length is: class-2 track 1%, class-3 track 20%, class-4 track 35%, and class-5 track 44%. I assume 100 annual carloads of a particular hazardous material made using a non-insulated DOT 111A100W1. The speed-dependent CPR is computed using the relationship developed in Chapter 4, assuming that the train is operated at maximum track class speeds and not exceeding 70 miles per hour on class-5 track.
5.4.3.1 Single Objective Problem of Minimizing Risk

I apply the route infrastructure improvement selection model to determine the optimal locations for upgrade that provide the greatest reduction in risk. In this analysis, I consider track-class-specific upgrade cost, defined as the difference between annual track maintenance and renewal costs of baseline and upgraded tracks per Liu et al. (2010). Assuming annual traffic density of 50 MGT throughout the route having wooden ties and light curvature, Liu et al. (2010)’s estimate yields track-class-specific upgrade costs as shown in Table 5.8.

In this optimization problem, both location and track class are not constrained so upgrades can be made on any segment along the route. Furthermore, a track segment can be upgraded to any higher classes (e.g. class-2 segments can be upgraded to class 3, 4 or 5). The optimization accounts for a tradeoff between an increase in CPR and a reduction in accident rate due to track class upgrade, so a train is assumed to operate at the maximum authorized track speed for the upgraded track class.
Table 5.8. Estimated track upgrade cost for the hypothetical route considered.

<table>
<thead>
<tr>
<th>Track Upgrade Unit Cost ($ Per Mile)*</th>
<th>Existing</th>
<th>Desired Track Class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Track Class</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>6,921</td>
<td>14,214</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>7,293</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*Assume wooden tie, light curvature, and annual traffic density of 50 MGT

Under a budget of $500,000, the optimal upgrade strategy and the magnitude of risk reduction are shown in Table 5.9 and Figure 5.10. Route risk is reduced from the baseline of 0.02937 to 0.01068 persons affected per year, a 63.6% reduction. This scenario requires an upgrade budget of $495,282.

The segment length is the same throughout the route and the objective is to minimize risk, so the model simply chose segments with the highest risk for upgrade to achieve the greatest risk reduction given the budget available. Much of the risk reduction is achieved by upgrading class-3 track to class 5 (Table 5.9). Following the upgrade, lower track-class segments were converted into higher class, thus risk was reduced on what had previously been on low-class segments. If it is assumed that operating speed will increase commensurate with the upgrade in track class, then CPR will be increased while accident rate will be reduced resulting in an overall reduction in risk. In this particular example the segments selected for upgrade are located in populated areas where operating speeds should be limited. Therefore, if information regarding a local speed restriction is known in advance, it could be incorporated into the model for a more accurate estimation of risk. Depending on circumstances, it may be better to assume that speed is maintained the same after upgrade.
Table 5.9. Optimal upgrade strategy that minimizes risk under a $500,000 investment.

<table>
<thead>
<tr>
<th>Track-class Upgrade</th>
<th>Length, Miles (% of Total)</th>
<th>Risk, Persons (% of Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before Upgrade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class-2 Segments</td>
<td>2 (1)</td>
<td>0.00009 (0.3)</td>
</tr>
<tr>
<td>Class-3 Segments</td>
<td>40 (20)</td>
<td>0.01940 (66)</td>
</tr>
<tr>
<td>Class-4 Segments</td>
<td>70 (35)</td>
<td>0.00944 (32)</td>
</tr>
<tr>
<td>Class-5 Segments</td>
<td>88 (44)</td>
<td>0.00045 (1.5)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>200 (100)</td>
<td>0.02937 (100)</td>
</tr>
<tr>
<td><strong>After Upgrade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class-2 Segments (No Upgrade)</td>
<td>0 (0)</td>
<td>0.00000 (0.0)</td>
</tr>
<tr>
<td>Class-2 Segments Upgraded to Class 3</td>
<td>0 (0)</td>
<td>0.00000 (0.0)</td>
</tr>
<tr>
<td>Class-2 Segments Upgraded to Class 4</td>
<td>2 (1)</td>
<td>0.00002 (0.2)</td>
</tr>
<tr>
<td>Class-2 Segments Upgraded to Class 5</td>
<td>0 (0)</td>
<td>0.00000 (0.0)</td>
</tr>
<tr>
<td>Class-3 Segments (No Upgrade)</td>
<td>8 (4)</td>
<td>0.00007 (0.7)</td>
</tr>
<tr>
<td>Class-3 Segments Upgraded to Class 4</td>
<td>4 (2)</td>
<td>0.00006 (0.6)</td>
</tr>
<tr>
<td>Class-3 Segments Upgraded to Class 5</td>
<td>28 (14)</td>
<td>0.00413 (39)</td>
</tr>
<tr>
<td>Class-4 Segments (No Upgrade)</td>
<td>56 (28)</td>
<td>0.00050 (4.7)</td>
</tr>
<tr>
<td>Class-4 Segments Upgraded to Class 5</td>
<td>14 (7)</td>
<td>0.00545 (51)</td>
</tr>
<tr>
<td>Class-5 Segments (No Upgrade)</td>
<td>88 (44)</td>
<td>0.00045 (4.2)</td>
</tr>
<tr>
<td><strong>Total Class-2 Segments</strong></td>
<td>0 (0)</td>
<td>0.00000 (0.0)</td>
</tr>
<tr>
<td><strong>Total Class-3 Segments</strong></td>
<td>8 (4)</td>
<td>0.00007 (0.7)</td>
</tr>
<tr>
<td><strong>Total Class-4 Segments</strong></td>
<td>62 (31)</td>
<td>0.00058 (5.4)</td>
</tr>
<tr>
<td><strong>Total Class-5 Segments</strong></td>
<td>130 (65)</td>
<td>0.01003 (94)</td>
</tr>
<tr>
<td><strong>Grand Total</strong></td>
<td>200 (100)</td>
<td>0.01068 (100)</td>
</tr>
</tbody>
</table>
5.4.3.2 Bi-objective Problem of Minimizing Risk and Cost

The route infrastructure improvement selection problem can be adapted to accommodate different objectives of interest. A possible variation is to minimize both risk and upgrade cost using the bi-objective optimization described earlier in Section 5.3.3. However, there are two issues regarding the bi-objective route infrastructure improvement problem: lack of an accurate estimate of consequence cost and a difference in magnitude of risk cost and track infrastructure improvement cost.
To address the first problem, I used information from the Pipeline and Hazardous Materials Safety Administration (PHMSA) incident reports database, together with some additional estimates from other sources to develop average consequence cost. However, if better information were available, a more accurate estimate could be developed and incorporated into the hazardous materials transportation decision framework.

The second issue is more problematic since the risk cost is outweighed by infrastructure improvement cost so that the bi-objective optimization will never choose track segments for upgrade. For example, for the case study presented in Figure 5.9, I calculated the baseline risk to be 0.02937 persons per year and baseline annual track maintenance cost to be $9,379,844. Track maintenance cost here refers to track-specific ordinary maintenance and renewal costs (See Liu, 2010). If the consequence cost is $1,000,000 per incident and risk is expressed in a monetary value, the bi-objective model would choose do nothing because track-upgrade cost outweighs risk cost. A weighting coefficient may be applied to risk cost and upgrade cost in the objective function with a much greater magnitude of weight applied to risk. Another method is to normalize risk and investment costs by appropriate constants. For example, by normalizing each cost element in the objective function by its baseline value, an optimal solution can be obtained (Figure 5.11).

Compared to the case of minimizing risk (Figure 5.10), the optimal upgrade strategy for minimizing the total cost comprising risk and track upgrade costs is slightly different. The latter involves upgrading 4%, 11% and 7% of route length from class 3 to class 4, class 3 to class 5, and class 4 to class 5, respectively, a total upgrade length of 44 miles. Route risk is reduced from 0.02937 to 0.01087 persons affected, a 63% reduction. This scenario requires an annual budget for track renewal and maintenance to increase from $9,379,844 to $9,798,758, an increase of $418,914 or 4.5% from baseline. Further improvements than the optimal would cause the total cost in the objective function to increase.
Another variation of the route infrastructure improvement selection problem is to determine the optimal track classes to be maintained considering a tradeoff between annual risk and track maintenance cost. A similar problem with consideration of transportation and track maintenance costs was previously addressed by Lai et al. (2010) without integrating risk elements. In the context of hazardous materials transportation, track classes could be managed in such a way that total annual risk and cost of track maintenance are minimized. The route infrastructure improvement selection model can readily accommodate this variation of track infrastructure improvement. Using the same case study, the model determines the optimal track classes as
shown in Figure 5.12. The annual track maintenance cost is reduced from the baseline cost of $9,379,844 to $8,535,764 per year, a 9% reduction, while the annual risk is reduced from 0.02937 to 0.01186 persons per year, a 59.6% reduction.

![Figure 5.12: Optimal Track Classes that Minimizes Risk and Track Maintenance Costs](image)

5.5 Effect of Track Segment Lengths in Risk Estimation and Optimization Problems

Hazardous materials transportation risk analysis often involves examination of network infrastructure and operating characteristics to determine opportunities for safety improvement. These may be performed at different levels ranging from relatively short, individual track segments, to shipment route, up to the network level. Segment-specific level analysis involves a detailed process in which each individual track segment is examined for each pertinent characteristic. Estimation of route risk typically involves analysis of a group of segments that comprise the route. The granularity of the route risk analysis affects, and will be affected by, the
length of the individual segments, with more detailed or finer grained analyses requiring shorter segments. However, segment length may or may not be able to be controlled by the risk analyst. In particular, the necessary database will often drive the granularity that is feasible in a route risk analysis. Consequently, it is important to understand how this affects route risk estimation, and in the context of this research, segment-specific risk estimation and optimization of infrastructure upgrade.

Prior studies have used the transportation network data provided by the Bureau of Transportation Statistics (BTS) of the U.S. Department of Transportation (DOT) (e.g. Saat and Barkan, 2006a; Kawprasert and Barkan, 2008; 2009a; 2010a). The BTS transportation network database offers a convenient basis for analysis because the data are available online in Geographic Information System (GIS) format that facilitates various aspects of hazardous materials transportation risk analysis. GIS software can be used to aid the risk estimation process, in particular, the consequence analysis that involves estimation of population exposure. The GIS database makes estimation of segment-specific risk relatively simple because rail lines are divided into segments or links defined by the Federal Railroad Administration (FRA) transportation network structure.

Examination of the U.S. rail transportation network structure (BTS, 2007) shows that lengths of these rail segments vary, ranging from a minimum of 0.002 miles, to a maximum of 56 miles, with an average of 1.3 miles and a standard deviation of 2.5 miles. These values will vary depending on the particular network considered. Railroads may develop their own proprietary databases with different segmentation, but the BTS rail network data will often be used by government, public sector, academic researchers and risk analysts who may not have access to proprietary data. In any case, variation of rail segment lengths can affect the results of quantitative risk analysis and risk optimization. The principal objective of this study is to address potential effects of track segment length in hazardous materials transportation risk analysis and certain risk optimization problems so as to obtain a better understanding of how the segment length affects risk and optimization results, and consequently, decision-making. Discussion of uncertainties in risk estimates and potential improvements in track-segment-specific risk analysis are also presented.
5.5.1 Effect of Segmentation on Track-segment-specific Risk Analysis

Using appropriate segment lengths in hazardous materials transportation risk analysis may help improve the accuracy of risk estimates, in particular, estimation of the consequences of a hazardous material release. Consequence analysis at the track-segment-specific level involves estimation of the number of persons potentially affected by a hazardous material release. Recent studies have used population census tract data from the U.S. Census Bureau and simplified the consequence analysis by considering a weighted average population density within an exposure area (Kawprasert and Barkan, 2008; 2009a). There is uncertainty associated with this process of estimating the consequences due to variation in population density of census tracts coincident with each individual track segment. Figure 5.13 represents different patterns of population distribution along a track segment that are generally found in the population census tract database.

Figure 5.13A shows a track segment with a uniform population density in the exposure area, so there is a minimal error associated with the weighted average of population density.

Figure 5.13B is the case in which a rail line is shared between two population census tracts with different densities, one on each side of the track segment. This case may be associated with an error in estimation of the number of persons affected, depending on the shape of the affected area considered and the prevailing wind direction.
The U.S. DOT recommends either a semicircle with an adjoining square (Figure 3.8 in Chapter 3) or a circle (Figure C.1 in Appendix C) for an affected area, depending on the products considered (PHMSA, 2008). Considering wind direction, there would be no problem caused by averaging population densities of census tracts if the affected area is a circle along the rail line. This is the case for most analyses in this dissertation. For some other products that require a semicircle with an adjoining square, there is an uncertainty due to wind direction. That is, when the wind direction forms an angle with the rail line, the weighted average population exposure would be prone to error. This requires a probabilistic technique to account for variation of wind directions.

Figures 5.13A and 5.13B show the patterns of population census tract density that are often found in rural or remote areas where the variation in density is less and segment lengths tend to be longer compared to urban areas. As long as a similar pattern of population distribution exists, use of a shorter segment length would not be beneficial for either case. Figure 5.13C represents a typical case for urban areas in which population census tracts are smaller in size with a greater variation in population density along the track segment. The larger the difference in population census tract densities, the greater the uncertainty associated with the weighted average population density assigned to each track segment, especially when a track segment is long. By contrast to cases 5.13A and 5.13B, using shorter segments may help reduce the error in local risk estimates in this case. Therefore, using a uniform segment length may not always be an ideal option in the context of segment-specific risk estimation.

While using finer segmentation (i.e., shorter segments) may offer greater accuracy in risk estimates, it also increases the computational effort, in particular, for geoprocessing in GIS. Use of equal segment length may not be the best option unless one can determine a single, optimal length that minimizes total error in consequence estimation. This is rather difficult because the optimal length also varies with the particular route or transportation network considered. Certain conditions in the frequency analysis of hazardous material releases further complicate the determination of optimal segment length.

Apart from uncertainties in the consequence analysis, there are uncertainties associated with the frequency analysis of a hazardous material release that contribute to error in risk estimation. First, there is no information regarding the FRA track classes in the national
transportation network database. Thus, maximum speeds from timetables are generally used to assign track class in segment-specific risk analyses of hazardous material transportation (Kawprasert and Barkan, 2009a; 2010a). This process involves coordinating mileposts in timetables with route segments in a GIS database and assigning track class to each segment based on maximum track speed. The problem is that track speed delineation in timetables may not correspond to links in the national transportation network structure. A long segment in a GIS transportation database may comprise track sections with different characteristics such as operating speeds or track maintenance standards. Such differences could be sufficient to introduce differences in track classes within a segment and consequently confound the accident rates that should be assigned. One approach is to assign a single speed and track class to each segment that represents the worst-case scenario to avoid breaking a long segment into shorter ones. This will result in an overestimate of track-class-specific accident rates and consequently release frequency for part of the segment. Using industry data with actual maintenance and operating characteristics to define segments may help reduce such uncertainties when calculating accident rates and speed-dependent conditional probability of release. However, some error will persist due to other sources of heterogeneity in track segment characteristics. For example, a train may actually be operated at different speeds along track segments with the same maintenance standard, and track segments are also subject to heterogeneity in population density along the route.

Another difficulty is assigning operating speeds to track segments in the case of multiple-track sections along the route. Route sections may involve different operating speeds (such as main tracks and sidings). Actual operating conditions are usually not available for detailed analysis at segment-specific level. For example, a train may slow down and stop on a siding track at intermediate stations en-route for crew changes, fueling or meets and passes, or it may take the mainline track and pass through without stopping. In timetables, main and siding tracks are sometimes associated with different maximum permissible speeds, which may signify different track conditions. Operating speeds and actual track conditions may be different enough so that each track type should be assigned a different accident rate. In the risk calculations in this dissertation, I assumed that hazardous material trains would take the main track at maximum track speed.
Similar to the case of consequence analysis mentioned earlier, using a uniform segment length may not be as efficient as variable segment lengths in light of route risk estimation unless one can determine the optimal length that minimizes overall heterogeneity within each segment so as to reduce the total errors in the frequency analysis. That is, use of variable segment lengths in which each single segment has the same infrastructure and operating characteristics throughout the segment may be more appropriate. Determining a single, optimal segment length for use in hazardous materials transportation route risk analysis remains a challenge. For the transportation network considered, the optimal segment length must minimize errors and uncertainties in both frequency and consequence analyses to provide the most accurate estimate of risk.

5.5.2 Effect of Segmentation on Risk Optimization

This section discusses the effect of segment length in risk optimization problems, in particular, optimization of route risk reduction by track infrastructure improvement. Variation in track segment lengths considered in such problems may affect the result of the optimization. Although the route infrastructure improvement selection model focuses on track-segment-specific level analysis, the same model structure is applicable to analysis at the route or network level. The following discussion and analyses are based on a segment-specific level.

To understand the effect of segment length in the track infrastructure upgrade problems, I considered a single track segment and the same segment divided into two shorter sections with equal length (Figure 5.14). In some situations, there is a chance that the route infrastructure improvement selection model will not pick up a long segment (Figure 5.14A) if it causes an investment cost to exceed the budget level specified. Instead, the model may select a shorter segment (Figure 5.14B) if it fits within the budget for upgrade despite its lower risk due to its shorter length. This situation can arise even if the risk reduction per mile of upgrade for longer and shorter segments is the same or lower and it would arise as we approach the budget limit, that is, it may not occur in general. Also, it is more likely with larger differences in segment length.
Recall that in the optimization result for the route infrastructure improvement selection problem shown in Figure 5.1, many high risk segments were not selected for upgrade. For this case, upgrade of those segments would cause the budget to exceed a maximum allowable level. When Figure 5.1 is re-plotted using segment risk per mile in the primary vertical axis on the left hand side, it is evident that the route infrastructure improvement selection model generally seeks the track segments with the highest risk per-mile that altogether give the greatest reduction in risk provided that the total investment cost is within the limit (Figure 5.15).
5.5.3 Optimality of Route Infrastructure Investment Selection Problem

The route infrastructure improvement selection model aims at identifying segments for upgrade to minimizing risk given that upgrade cost does not exceed the budget limit. The set of optimal solutions depends on upgrade strategies and assumption about the costs. The graphical representation (Figure 5.15) depicts a set of segments corresponding to an optimal solution to facilitate risk communication. However, it does not illustrate how the optimality is reached. To provide better understanding, I consider a small set of segments to assess the decision rules of three scenarios for track infrastructure improvement with the objective of minimizing risk: 1) upgrade any track class at any location to the next higher class, 2) upgrade a certain track class anywhere to the next higher class, and 3) upgrade consecutive segments of the same track class to the next higher class. Then, I illustrate how optimal decision of track infrastructure improvement is reached using a Pareto efficient frontier. Another purpose is to illustrate how track segmentation would affect the optimal decisions and use of resources.

5.5.3.1 Decision Rules of Route Infrastructure Improvement Problems of Minimizing Risk

In this section I elaborate on the decision rules applied to the route infrastructure improvement problems considered in Section 5.4.1 and 5.4.1.1. A set of ten segments with particular classes shown below is used for illustration.

<table>
<thead>
<tr>
<th>Segment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track Class</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

The decision space for upgrade of any track classes anywhere along the route to a next higher class would comprise any possible combination of all of the above segments except segment 9, which is class-5. Thus, there are 511 different combinations in total.

The decision space for upgrade of class-3 segments anywhere to the next higher class would comprise any possible combination of segments 2, 3, 4, 7 and 10, a total of 31 different combinations.

The decision space for upgrade of consecutive class-3 segments along the route to a next higher class would comprise any possible combination of segments 2, 3, 4, 7 and 10 but the
candidate segments must be consecutive to each other. For example, if the budget allows for upgrade of three segments, possible choices would be upgrading segments 2, 3, 4, or 3, 4, 7, or 4, 7, 10, whichever provides the greatest reduction in risk.

### 5.5.3.2 Illustration of Pareto Optimality of Route Infrastructure Improvement

The optimal upgrade decision discussed in Section 5.4 is the output from the solver. This section illustrates how the Pareto efficient set of upgrades is identified.

Table 5.10 shows segment risk data and possible upgrade decisions for a general case of route infrastructure improvement, i.e. upgrade any track classes anywhere with the objective of minimizing risk. The Pareto efficient frontier is shown by the dashed line (Figure 5.16) and indicates a set of non-dominated solutions, i.e. upgrade decisions that offer the greatest reduction in risk with increasing cost.

<table>
<thead>
<tr>
<th>Decision (Segments Upgraded)</th>
<th>Length Upgraded (Mi.)</th>
<th>Upgrade Cost (Million $)</th>
<th>Route Risk (Persons Affected)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Before Upgrade</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>0.3297</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.6</td>
<td>0.3297</td>
</tr>
<tr>
<td>1, 2</td>
<td>3</td>
<td>1.8</td>
<td>0.3297</td>
</tr>
<tr>
<td>1, 3</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
</tr>
<tr>
<td>2, 3</td>
<td>3</td>
<td>1.8</td>
<td>0.3297</td>
</tr>
<tr>
<td>1, 2, 3</td>
<td>4</td>
<td>2.4</td>
<td>0.3297</td>
</tr>
</tbody>
</table>

Table 5.10. Segment risk data and decision space for upgrading any track class anywhere along the route.
The hypothetical segment risk data in Table 5.11 illustrates the optimal solution for the case in which consecutive segments of a particular track class are upgraded with the objective of minimizing risk. The lower part of the table shows possible decisions for consecutive class-3 track segment upgrade corresponding to the decision rule described in Section 5.5.3.1. The Pareto efficient frontier (Figure 5.17) indicates the set of optimal upgrade decisions that offers the greatest reduction in risk for this particular case.
Table 5.11. Segment risk data and decision space for upgrading consecutive track segments of the same class anywhere along the route.

<table>
<thead>
<tr>
<th>Baseline Segment Length (Mi.)</th>
<th>Track Class</th>
<th>Risk (Persons Affected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision Length Upgrade</th>
<th>Upgrade Cost (Million $)</th>
<th>Route Risk (Persons Affected)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Before Upgrade</td>
</tr>
<tr>
<td>1, 2</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>2, 4</td>
<td>1.2</td>
<td>0.7325</td>
</tr>
<tr>
<td>4, 6</td>
<td>0.6</td>
<td>0.7325</td>
</tr>
<tr>
<td>1, 2, 4</td>
<td>1.2</td>
<td>0.7325</td>
</tr>
<tr>
<td>2, 4, 6</td>
<td>1.8</td>
<td>0.7325</td>
</tr>
<tr>
<td>4, 6, 8</td>
<td>1.8</td>
<td>0.7325</td>
</tr>
<tr>
<td>1, 2, 4, 8</td>
<td>2.4</td>
<td>0.7325</td>
</tr>
<tr>
<td>2, 4, 6, 8</td>
<td>3.0</td>
<td>0.7325</td>
</tr>
<tr>
<td>1, 2, 4, 6, 8</td>
<td>3.6</td>
<td>0.7325</td>
</tr>
</tbody>
</table>

Reduction in route risk: 0.7325 - 0.3858 = 0.3467
Figure 5.17: Pareto Efficient Frontier Showing Optimal Decisions for Consecutive Track Segments Upgrade to Minimize Risk

5.5.3.3 Effect of Track Segment Length on Optimality and Use of Resources

As discussed earlier, track segment lengths may affect the optimal decision in that high risk segments may be disregarded by the model if their upgrade causes the total cost to exceed maximum allowable limit. For example, Figure 5.16 shows that for a budget of $1 million, the only possible decision is to upgrade either segment 1 or 3 requiring $0.6 million investment with a remaining budget of $0.4 million. Upgrading segments 1 and 3, or segment 2, is not possible because it requires $1.2 million investment. For a better use of the budget, a route could be divided into smaller, uniform segments to enable some other feasible solutions that may offer a greater benefit and allow more efficient use of resources. To illustrate this idea, I revisit the segment data in Section 5.5.3.2 and consider alternate segmentation, i.e. uniform segment length. The new segment data is shown in Table 5.12, and the optimal upgrade decisions are shown in Figure 5.18.
Table 5.12. Segment risk data and decision space for upgrading any track class anywhere along the route, using uniform segment length.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Length (Mi.)</th>
<th>Risk (Persons Affected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.0468</td>
</tr>
<tr>
<td>2.1</td>
<td>1</td>
<td>0.1055</td>
</tr>
<tr>
<td>2.2</td>
<td>1</td>
<td>0.1055</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.0718</td>
</tr>
<tr>
<td>Total</td>
<td>4</td>
<td>0.3297</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Segment Upgraded</th>
<th>Length Upgraded (Mi.)</th>
<th>Upgrade Cost (Million $)</th>
<th>Route Risk (Persons Affected)</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>0.3297</td>
<td>0.3006</td>
</tr>
<tr>
<td>2.1</td>
<td>1</td>
<td>0.6</td>
<td>0.3297</td>
<td>0.2686</td>
</tr>
<tr>
<td>2.2</td>
<td>1</td>
<td>0.6</td>
<td>0.3297</td>
<td>0.2686</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.6</td>
<td>0.3297</td>
<td>0.2881</td>
</tr>
<tr>
<td>1, 2.1</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
<td>0.2395</td>
</tr>
<tr>
<td>1, 2.2</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
<td>0.2395</td>
</tr>
<tr>
<td>1, 3</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
<td>0.2591</td>
</tr>
<tr>
<td>2.1, 2.2</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
<td>0.2075</td>
</tr>
<tr>
<td>2.1, 3</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
<td>0.2270</td>
</tr>
<tr>
<td>2.2, 3</td>
<td>2</td>
<td>1.2</td>
<td>0.3297</td>
<td>0.2270</td>
</tr>
<tr>
<td>1, 2.1, 2.2</td>
<td>3</td>
<td>1.8</td>
<td>0.3297</td>
<td>0.1784</td>
</tr>
<tr>
<td>1, 2.1, 3</td>
<td>3</td>
<td>1.8</td>
<td>0.3297</td>
<td>0.1980</td>
</tr>
<tr>
<td>1, 2.2, 3</td>
<td>3</td>
<td>1.8</td>
<td>0.3297</td>
<td>0.1980</td>
</tr>
<tr>
<td>2.1, 2.2, 3</td>
<td>3</td>
<td>1.8</td>
<td>0.3297</td>
<td>0.1660</td>
</tr>
<tr>
<td>1, 2.1, 2.2, 3</td>
<td>4</td>
<td>2.4</td>
<td>0.3297</td>
<td>0.1369</td>
</tr>
</tbody>
</table>

Figure 5.18 shows an improvement in Pareto optimality at an investment of $0.6 million. That is, upgrading segments 2.1 or 2.2 gives a higher benefit in risk reduction at the same cost than an upgrade of segment 3. There is still an unused amount of budget when a 1-mile segment length is used. For example, if a $1 million-budget is available, $0.4 million still remains. Dividing a segment further into a smaller, uniform length allows better use of the entire budget amount available.
Figure 5.18: Pareto Efficient Frontier Showing Optimal Decisions for Track Upgrade to Minimize Risk (A) Using Uniform Segment Length, (B) Comparing Optimal Decisions When Uniform and Non-uniform Segment Lengths Are Used
5.5.4 Possible Directions for Future Development of Transportation Network Data for Use in Track Segment-specific Risk Analysis and Optimization

One possible improvement of track segment-specific risk analysis is to use railroad data with more accurate input information such as track classes, operating speeds of freight trains, mileposts and stations. First, track segments can be defined by track class so that a track-class-specific accident rate can be assigned to each segment. The segments can then be broken down further if operating speeds are different on each segment so that the CPR can be determined for any container type considered.

Although the uncertainty of the frequency estimate could be reduced by considering actual track classes and operating speeds, there is still error due to the track-class-specific accident rate estimate itself. Furthermore, actual accident speed and assumed speed may be different, resulting in errors when calculating the CPR. These uncertainties are discussed in more detail in Chapter 8. Further study may focus on developing statistics on average accident speed on each track class that could give a better estimate of risk than assuming a train traveling at maximum track speed. Another improvement could be made in the stage of overlay analysis of population exposure using GIS. The route layer from origin to destination can be created using a Network Analyst feature in ArcGIS together with route information from rail routing software such as PC*MILERIRail. The route layer can then be broken down into segments using an appropriate algorithm to account for difference in track-segment-specific characteristics based on segments defined in previous stage. One possible problem is that the total route length from railroad and GIS data may not match exactly so appropriate adjustments may be necessary.

Another task which could be considered for improvement is population density estimation. An approximate method previously used is to consider proportions of different population density classes that intersect track segments or coincide with exposure area corresponding to track segments of each class. A more detailed analysis method is to calculate a weighted average population density in the exposure area corresponding to each track segment (Chapter 3). In some cases it might be inaccurate to use an algorithm to detect changes in population census tract density to create a new segment because such changes occur not only in the direction parallel to track segments but also perpendicular to the segments. It is difficult, particularly in urban areas, to create a new segment when a new population census tract is encountered because census tracts could be relatively small. In such instance a weighted average
method for estimating population density corresponding to each track segments may be a suitable approach. If the segment is very long while having the same characteristics, segmentation could be applied so that the maximum length does not exceed an average, say, two miles. Longer segments may be divided into two or more segments with equal length to: 1) appropriately capture the changes in population density especially where variation in density is high, and/or 2) avoid the bias in segment selection in track infrastructure improvement selection to minimize risk.

After track segments are adjusted, a buffer can be created using GIS. The buffer should have a radius equal to the U.S. DOT’s recommended evacuation or downwind distance (PHMSA, 2008) for a material and for the specific release scenario considered. The population census tracts within that buffer should be clipped out. Finally, parts of the clipped buffer that coincide with track segments are clipped again. The weighted average population density is calculated and assigned to each track segment. This process could be automated in ArcGIS to accommodate the route segmentation considered, using either uniform or non-uniform segment lengths.

The benefit of using railroad data is that more accurate information can be incorporated into the risk analysis. Furthermore, output from optimization problems, such as optimal track segments for upgrade can be more conveniently considered by the railroad. In the case that an artificially equalized segment length is used in the analysis, some selected segments may not correspond to what the railroad actually has on their network. That is, a selected optimal segment may be shared by two track sections or more. If railroad data are not available, the BTS national transportation network data may still be used under the same procedures discussed above. Very short segments can be combined, while very long segments may be split as appropriate.

In short, improvements can be made in two ways. The first is to divide a shipment route into segments having short enough lengths to capture any change in risk parameters: track class (accident rate), operating speed and average population density. In this case, the lengths of the segments may not have to be equal. Alternatively, the route may be divided into segments with uniform length such that the length minimizes overall error in the risk parameter estimates. Both will require further developments in route segmentation technique. In particular, the latter will require automation and simulation methods to determine the optimal length.
A segment-specific risk analysis is time consuming and labor-intensive. In previous risk analysis projects, the tasks described here were performed with the aid of routing, GIS and spreadsheet applications. There is a trade-off between manual versus automated processes. The former requires more time and resources and has a potential of introducing human error. However, adjustments such as track segmentation or other location-specific requirements can be made with relative ease. On the other hand, a fully automated process can substantially reduce process time, but unexpected errors may be propagated during the process, and these are more difficult to detect. For example, Network analyst in ArcGIS which uses a shortest path algorithm, in many cases, results in a use of diverted track or a short-cut path that is not a mainline track section or is not a section that would typically be used. The routing output needs to be carefully checked and compared with the routing-software-generated route and then fixed on a case by case basis. Such errors would easily be missed if the entire process was fully automated in determining track-segment-specific risk and/or route-specific risk.

The adjustments in track-segment-specific risk analysis described in this section could help improve the accuracy of risk estimates. However, no study has been conducted to quantify the benefits of such improvement and to assess whether it significantly changes the estimates of route risk or the effect is only marginal. Further investigation of error in risk estimation may provide insights and enable comparison of risk estimates with other risk analysis tools such as the Rail Corridor Risk Management System (RCRMS) routing model.

5.6 Discussion

The purpose of this chapter is to formally consider infrastructure improvement as a means of reducing hazardous materials transportation risk. I develop an optimization model, the route infrastructure improvement selection model, to facilitate a consideration of the most effective strategy for rail infrastructure improvement to obtain the maximum safety benefit given a limited resource. Further to the work in the previous chapter, I incorporated speed-dependent CPR into the risk optimization model to take into account the combined effects of train speed and track infrastructure upgrade on route risk. This provides a more accurate result and enables a better evaluation of benefit of risk reduction due to track infrastructure improvement.
The application of the model was illustrated using a case study of the representative route. Different improvement strategies were considered, these include: 1) upgrading class 3-segments to class-4 at any location on the route, 2) upgrading consecutive class 3-segments to class-4, and 3) upgrading any segment of class-4 or lower at any location. Using a graphical technique developed by Kawprasert and Barkan (2009a), the locations for upgrade and risk distribution before and after improvement are identified. The results support the finding in the previous chapter that upgrading class-3 track to class 4 is a more effective option as it offers greater risk reduction for the representative route.

Policy on track infrastructure improvement affects the degree of risk reduction. Upgrading consecutive track segments offers a smaller risk reduction because it imposes constraint on segment selection. For the initial budget level, upgrading any segment of any class lower than class-5 does not provide much difference in the magnitude of risk reduction compared to upgrading only class-3 segments.

I illustrated how the model can be adapted to accommodate an economic analysis of railroad track infrastructure improvement. The preliminary analysis on the effectiveness of infrastructure improvement shows that: 1) at the same level of investment, track infrastructure improvement offers a higher benefit for a higher volume of traffic operated on the track, and 2) investments in track infrastructure improvement to reduce risk yield diminishing marginal returns.

Analysis shows that benefit in risk reduction alone does not outweigh track infrastructure upgrade cost (Figure 5.5). Cost justification would require hazardous material shipment volume thousand times greater than assumed. However, there is a benefit of track upgrade in reduction of accident rates for non-hazardous material traffic that has not been accounted for. The bi-objective optimization model incorporating track class-specific upgrade cost suggests the improvements of classes 2 and 3 track segments to class 4 when the budget is limited, and the upgrades of these classes into class 5 when more budget is available. The track infrastructure improvement selection framework can be adapted to accommodate other elements for a more comprehensive consideration of benefits of track upgrade, e.g. a reduction in non-hazardous material car derailments and an increase in throughput in addition to a reduction in hazardous material related accidents and speed increase.
In this analysis, several assumptions were made in order to express risk in monetary units, and to develop track infrastructure upgrade and consequence costs. The consideration of more accurate, complete cost parameters should be considered in future research to further refine and improve the cost-effectiveness analysis of this risk reduction option. Furthermore, the case studies considered in this chapter are applicable for a single year investment. Further development should consider applying the model over a long time horizon to determine the optimal strategies for annual budget allocation over a multi-year investment period.

In the last parts of this chapter, I discuss the effect of track segment length and uncertainties associated with frequency and consequence estimates in quantitative risk analysis of hazardous materials transportation. Further investigation using a hypothetical case study on the route having uniform and non-uniform segment lengths shows that the route infrastructure improvement selection model identifies the highest-risk segments for upgrade such that the greatest reduction in risk is achieved while the budget limit is not exceeded. As the budget limit is approached, there is an increasing likelihood that shorter segments with lower risk will be selected to use the remaining budget. Use of uniform, shorter segment lengths will tend to minimize this possible bias and use the budget more effectively. This may not add complexity to analysis but it requires more time to process segment-specific data.

Two additional route infrastructure improvement scenarios were studied: 1) upgrading track infrastructure with the objective of minimizing risk and cost by normalizing each component by its baseline value, and 2) managing track infrastructure with the objective of minimizing risk and cost. While the former is restricted for track-class upgrades, the latter allows track segments to be upgraded, downgraded or maintained at the same level. The route infrastructure improvement selection framework can be readily adapted to accommodate these variations of track infrastructure management problems. While the case study assumes a speed increase with track-class upgrade, this is not necessarily true in practice, especially for high-risk segments in populated areas. However, the framework can be adjusted to accommodate this constraint provided that information is available.

Track infrastructure upgrade problems can be applied at various levels: segment level, route level, or network level. As an example, suppose a railroad operating a number of divisions wishes to allocate a budget to choose a few routes or divisions for track infrastructure
improvement under a limited budget, the problem would involve consideration between choosing some shorter routes or divisions that may not contribute the greatest proportion of total risk so that an investment required does not exceed the available amount. This is synonymous to the case when the route infrastructure improvement selection model chose some shorter segments with lower risk to fill up the budget level. Furthermore, considering the heterogeneity of track-segment-specific characteristics, use of non-uniform track segment lengths may not be a critical issue in hazardous materials transportation risk analysis. Yet, a technique to determine an optimal length of track segment, which minimizes the error in risk estimates caused by the heterogeneity of segment-specific characteristics, remains an interesting subject for further investigation.

I discuss several issues regarding uncertainties in segment-specific risk parameter estimates. In part, this is due to limited information that required certain assumptions to be made in the quantitative risk analysis process. The transportation network data itself also contributes uncertainties to risk parameter estimation. One approach to reducing such errors is to use railroad industry data on track infrastructure and to adjust track segment lengths in GIS database accordingly. Ideally, a new segment should be considered when there is a substantial change in any one of parameters affecting risk: track condition (accident rate), operating speed or population exposure. Further study to formally determine the optimal segment length that minimizes overall heterogeneity will be helpful for the segment-specific risk analysis process.

A new segmentation algorithm may be developed to serve two purposes. One is for route risk analysis at segment-specific level, and another is for track upgrade problems in which uniform segment is preferred. For the former, the algorithm should detect any changes in risk parameters, in particular accident rates and population census tract density coincident with track segment and break the route segments accordingly. For the latter, one may consider Montecarlo simulation to determine a uniform segment length that minimizes the error in one or more risk parameters in step-wise manner. For example, Chapter 4 indicates that accident rate is a risk parameter that dominates the conditional probability of release. Thus, for the first trial of segment length, a simulation process may determine the length that minimizes the error of route-specific accident rate compared to baseline. Once the uniform length is obtained, the second trial may divide the segment length further to determine the optimal, uniform length that minimizes the error in population density.
If the length of the segment that minimizes the heterogeneity in route characteristics is too short to be considered as a practical length in actual implementation of track infrastructure improvement, the route infrastructure improvement selection model could be modified to incorporate a constraint that ties consecutive segments together to achieve a desirable length.

There is a trade-off of using uniform and non-uniform segment lengths in route risk analysis and optimization. A uniform segment length may not be as efficient as variable segment lengths in the areas with less heterogeneity along the route, e.g. rural areas where track class, operating speed and population tend to be more uniform for longer distances. In this case, route segmentation uses unnecessary resources and can be redundant. If resources for route processing are constrained, use of variable segment lengths may be favorable. Meanwhile, the highest risk segments will not always be chosen in track infrastructure improvement problems if the segment lengths vary.

The improvements in route segmentation discussed in this chapter represent an ideal case and are subject to several challenges. First is due to the fact that there will always be heterogeneity in segment-specific properties. For example, a train may accelerate or decelerate on the segments causing variation in operating speeds for determining the CPR. Furthermore, it is not always possible to have track segments with a single population census tract density because an affected area may require a larger boundary than the length of the track. At best, one may consider a maximum track segment length that minimizes a change in average population density in the hazard exposure area considered. Second, the approach described indicates a need for a more complicated automation process that could be time consuming. Further quantitative study of how heterogeneity and uncertainties affects segment-specific or localized risk will help us better understand the extent of their effect on route risk. This would provide better understanding of whether or not the improvements in segment-specific risk analysis and route segmentation described here are worthwhile.

5.7 Conclusions

This chapter presents a mathematical model framework to help facilitate decision making regarding railroad track infrastructure improvement by identifying locations where track upgrade will provide the maximum safety benefits. By using speed-dependent CPR, the model
simultaneously takes into account the effects of reduction in accident rates and increase in CPR caused by track improvement. This allows for a more accurate estimate of route risk. Solutions show that upgrading class-3 track to class-4 yields greater benefit in risk reduction, compared to upgrading other track classes to a next higher class. The more hazardous materials traffic operated, the greater the safety benefit obtained from track infrastructure improvement. The greatest safety benefit in terms of risk reduction is obtained during the initial level of investment, and risk does not reduce much further after the high-risk segments have been upgraded. This diminishing marginal return is not apparent when the greater magnitude of fixed consequence cost is added to the cost component of the objective function. To improve the quality of the cost-effectiveness analysis of track infrastructure improvement, a more comprehensive, accurate estimate of consequence costs may be considered in future studies.

I discussed the effect of track segment length in hazardous materials transportation risk analysis and optimization. A hypothetical case study using equal segment length was used to illustrate the cases when track segment length is equal. The study shows that the route infrastructure improvement selection model generally seeks the segments with the highest risk per mile for upgrade to the highest track class so as to obtain the greatest reduction in risk. In some cases, the model will choose the lower-risk segments to use the remaining budget. An optimality analysis of route infrastructure improvement shows that use of uniform, shorter length segments may result in better use of the budget.

Due to heterogeneity in track-segment-specific characteristics and uncertainties in estimation of risk parameters, use of equal segments should be based on an optimal length that minimizes total error in the risk estimate. Future research may consider determining what optimal length should be and develop an algorithm for geo-processing of GIS transportation network database accordingly. Issues regarding uncertainties in segment-specific risk analysis have been addressed along with possible improvements to develop more accurate risk estimates. Further quantitative studies may be necessary to evaluate whether such uncertainties are significant relative to the magnitude of route risk and to what extent that they affect the decision making.
6.1 Introduction

Operations research methods have been used extensively in hazardous materials transportation risk analyses. In particular, optimization techniques may help suggest a more effective strategy for the management of hazardous materials transportation. Previous research on hazardous materials transportation has considered application of these techniques to a wide range of questions regarding hazardous materials transportation safety, including facility location, routing and scheduling of hazardous materials (Abkowitz and Cheng, 1988; List et al., 1991; Alumur and Kara, 2007), tank car design optimization (Saat and Barkan, 2005; Barkan, 2008; Saat, 2009), and installation of wayside defect detection systems (Ouyang et al., 2009). Another option that has gained attention from the government and the railroad industry is the management of train operating speeds to reduce risk. A recent study by Kawprasert and Barkan (2010a) indicates the potential of this option to improve hazardous materials transportation safety. I am unaware of any other formal, quantitative investigation of how speed reduction can be efficiently applied to hazardous materials transportation problems.

In this chapter, I develop an approach to formally consider speed management as an option for reducing the risk of hazardous materials transportation. The objective is to develop a mathematical framework to facilitate the consideration of speed management as a means of risk reduction, using the relationship between train speed, derailment probability, and conditional probability of release (CPR) from Chapter 4. The model is structured to handle multiple car types and products with different hazard characteristics. Application of the framework is illustrated through case studies under different scenarios using the representative route data from Chapter 5.
In addition to the speed management approach, several risk reduction options have already been developed and studied, e.g. rerouting and rationalization of hazardous material route structure (Saat and Barkan, 2006a; Kawprasert and Barkan, 2008) and upgrading railroad track infrastructure (Saat and Barkan, 2006b; Kawprasert and Barkan, 2010b). In order for these options to be considered and appropriately adapted for implementation, it is of interest to establish a general framework for the consideration of the most cost-effective options suitable for a particular purpose. Therefore, the second objective of this chapter is to provide a general framework to consider multiple risk-reduction options. This general framework is designed to identify the most appropriate option for reducing hazardous materials transportation risk given a particular set of alternatives and a shipment network. In particular, I develop a framework that considers both train-speed reduction and track-infrastructure improvement simultaneously. The framework incorporates the financial impact of risk reduction options based on track-class-specific maintenance costs and train-delay cost.

Due to the complexity of various constraints, uncertainties, and information that is difficult to quantify, several assumptions and simplifications have been made to complete the work described in this chapter. In practice, the most suitable risk reduction alternative is likely to depend on a particular situation, objectives of interest, resource, and other constraints that may vary case by case. Refinements may be necessary for the model framework to handle more realistic scenarios. Overall, this chapter provides a better understanding of the performance of speed management in hazardous materials transportation risk reduction. The framework will facilitate the consideration of the most cost-effective risk reduction strategies, thereby providing better information to private and public sector decision-makers as well as to researchers interested in this topic.
6.2 Managing Train Speed for Hazardous Materials Transportation Risk Reduction

Train accident speed affects the number of cars derailed (Barkan et al., 2003) and the likelihood of a release from a container transporting hazardous material (Nayak et al., 1983; CCPS, 1995; Treichel et al., 2006; Kawaiprasert and Barkan, 2010a). Therefore, reducing train speed in critical areas may help reduce the severity of damage and loss in accidents involving hazardous materials. The objective of the mathematical framework for managing train operating speed that is developed in this chapter is to determine locations where speeds may be adjusted so as to minimize transportation risk.

Reducing speed, however, requires more time for vehicles to complete the trip and may reduce asset utilization and line capacity in some cases. This brings in several potential adverse impacts, such as the possibility of elevated security risk. Optimizing train speed may be a more complicated option than track infrastructure upgrade because the former is subject to several constraints. First, speed change may be limited by infrastructure and operating constraints. Reducing speed of one particular train may also substantially affect the schedule of other trains and consequently result in an overall system delay (Dingler et al., 2009). Furthermore, arbitrary reduction in train speed (e.g. imposition of speed reductions on portions of the network) may disrupt operations. Changing from one speed to another (acceleration and deceleration) requires a certain distance, which depends on various factors including gradient, curvature, locomotive performance, and total tonnage (Hay, 1982). Thus, route sections where speed reduction is to be applied should have a length greater than this distance in order for trains to operate smoothly at the desired speed. The mathematical framework developed here simplifies this aspect by neglecting the minimum segment length that may be required for speed change. However, the model can be adjusted to accommodate this constraint.

Travel time extended from the original time required for the train to complete its trip due to speed reduction implies train delay. To account for the cost incurred by speed reduction, train-delay cost estimates developed by Schafer and Barkan (2008) are considered. This delay cost estimate includes car, locomotive, fuel, and crew labor costs that are considered together as a single cost of speed reduction in the model framework. Other cost elements can also be incorporated if information is available.
6.2.1 Train Speed Management Model Formulation

This section describes key elements of a mathematical model to determine locations where speed reduction should be applied to simultaneously minimize transportation risk of hazardous materials and delay cost. The model is referred to as the “train speed management model for hazardous materials transportation risk reduction” or “train speed management model” in short. This model is structured to incorporate the tradeoff between a reduction in hazardous materials transportation risk and the simultaneous increase in delay cost under a bi-objective optimization. First, I will discuss the equations and relationships necessary for the train speed management problem. Later, I will organize these relationships and formally introduce the model.

6.2.1.1 Risk Cost Objective Function

The first element of the train speed management model is the objective function, which has two conflicting objectives: 1) minimizing risk cost and 2) minimizing transportation (delay) cost. Using the risk expression defined in Chapter 3, the objective function of minimizing total risk cost of transporting hazardous materials can be expressed as follows:

\[
\text{Minimize} \quad S = \sum_{i \in I} \sum_{j \in J} \sum_{k \in K} \sum_{m \in M} V_{ik}^m L_i Z_i f(W_{ik}') P_{ij}^m D_j A_{ij}^m Y_{ij}^m
\]

Where:

- \( S \) = total risk cost of transporting hazardous materials ($)
- \( V_{ik}^m \) = shipments (carloads) of material type \( m \) by car type \( k \) on segment \( i \)
- \( L_i \) = length of segment \( i \) (miles)
- \( Z_i \) = segment-specific accident rate (cars derailed per car-mile)
- \( f(W_{ik}') \) = conditional probability of release as a function of speed \( W' \) (mph) on segment \( i \) for car type \( k \)
- \( P_{ij}^m \) = conditional probability of specific scenario \( j \) occurring given release of material \( m \) on segment \( i \)
$D_i$ = average population density along segment $i$ (persons per square mile)

$A_{mj}^m$ = affected area per the U.S. Department of Transportation (DOT) Emergency Response Guidebook (ERG) recommendation for release scenario $j$ and material $m$ (square mile)

$Y_{mj}^m$ = emergency response cost per person affected on segment $i$ for specific scenario of release $j$ and material $m$ ($\$ per person$)

To accommodate the train speed management problem, the CPR in the objective function must be a function of both train speed and container-specific safety design features. As discussed in Chapter 4, several speed-dependent CPR relationships have been developed. These include the work by Nayak et al. (1983), CCPS (1995), Treichel et al. (2006), and Kawprasert and Barkan (2010). I use the equation developed by Kawprasert and Barkan (Chapter 4) to estimate speed-dependent CPR as follows:

$$f(W'_{ik}) = 1 - \prod_{q \in Q} (1 - \beta_{qk}(\gamma_{qk} W'_{ik}))$$ \hspace{1cm} (6.2)

Where:

$\beta_{qk}$ = average-speed CPR for release source $q$ for tank car type $k$

$\gamma_{qk}$ = constant for release source $q$ for tank car type $k$

The model above handles multiple types of tank cars. The problem can be simplified by considering the weighted-average, speed-dependent CPR as a substitute, which can be expressed as:

$$\frac{\sum_i \sum_k f(W'_{ik}) n_{ik}}{\sum_i \sum_k n_{ik}}$$ \hspace{1cm} (6.3)

Where:

$n_{ik}$ = number of tank car type $k$ operated on segment $i$
Although certain causes of accidents may be correlated with speed, the formulation above assumes that speed has a direct effect on tank car CPR but does not significantly affect the accident rate for the speed management problems to be illustrated. Figure 4.6 (Chapter 4) implies that as track-class speeds increase, accident rates decrease while CPR increases. However, if the track class remains the same, speed reduction would cause the CPR to decrease but would not increase the accident rate. Therefore, it is assumed that the speed reduction affects only the CPR and not accident rate in Eq. (6.1).

6.2.1.2 Transportation Cost Objective Function

The second objective function is to minimize the transportation cost incurred by speed reduction. Here, the delay cost is assumed to represent the transportation cost. The train-delay cost equation developed by Schafer and Barkan (2008) can be adapted and incorporated into the cost objective function as follows:

$$ f(T) = T(O + \sum_{b=1}^{n} (T - bt)O) $$  \hspace{1cm} \text{(6.4)}

Where:

- \( f(T) \) = total cost of speed reduction as a function of train delay \( T \) ($)
- \( T \) = total system delay (across all trains) due to speed reduction (hours)
- \( O \) = cost of delay per train-hour ($233.32)
- \( t \) = time interval between each train (headway) = 53.33/MGT (hours)
- \( MGT \) = traffic density (million gross tons)
- \( B \) = number of following trains delayed = \( T/t \)

Total delay as a result of speed reduction can be determined as follows:

$$ T = \sum_i T_i $$

$$ = \sum_i \left[ \left( \frac{L_i}{W_i'} \right) - \left( \frac{L_i}{W_i} \right) \right] $$  \hspace{1cm} \text{(6.5)}

Where:

- \( L_i \) = length of segment \( i \) (miles)
- \( W_i' \) = target speed on segment \( i \) (mph)
- \( W_i \) = original speed on segment \( i \) (mph)
Traffic density in MGT can be determined using data from the transportation network database in Geographic Information System (GIS) format (BTS, 2007). Depending on the accuracy required, segment-specific MGT may be used. Alternatively, route-specific MGT may be considered as a single, average value for the entire shipment network, i.e.:

\[
\frac{\text{MGT}}{\text{MGT}_i} = \frac{\sum \text{MGT}_i \times L_i}{\sum L_i}
\]  \hspace{1cm} (6.6)

Where:

\[
\text{MGT}_i = \text{MGT on segment } i
\]

This approach to calculating system delay may not be as accurate because it considers an accumulated delay over the entire trip for a particular train to which the speed reduction is applied. This assumes that all subsequent trains operating on the network are affected by this amount of delay. In practice, the impact of the delay on subsequent trains may be managed, in part, through rescheduling or operating changes. To obtain a more realistic, accurate train delay estimation, a sophisticated modeling of train delay may be necessary to determine total delay cost due to speed reduction. It is beyond the scope of this work to develop a detailed approach to this aspect of the problem, as delay mitigation approaches will often be line or network specific. Some literature on modeling of train delay that may be useful for future studies include Chen and Harker (1990), Harker and Hong (1990), Higgins et al. (1995), and Murali et al. (2009). Simulation software such as Rail Traffic Controller (RTC) may also be helpful to estimate the system delay (Dingler et al., 2009).

Another difficulty is that hazardous material shipments may be in a single train or may be distributed over multiple trains. Although modification can easily be made to accommodate multiple hazardous material trains by summing the total delay of all trains that are subject to speed reduction, this will likely result in a less accurate estimation of the delay cost. Furthermore, the scheduling and assignment of hazardous material cars to trains is managed by the carriers, and this information is not available for use in analyses.
6.2.1.3 Operating Constraints

The train speed management model considers a single decision variable, i.e. target speed, to be operated on each segment. Basically, the target speed to be determined is subject to some operating restrictions. First, the target speed cannot exceed the maximum allowable speed on the segment. This upper speed limit may represent the track speed limit in accordance with the track classification or the speed limit due to geometric conditions, such as grade and curvature. Likewise, the target speed should not be lower than the lower bound of the speed range corresponding to track class or the minimum practical operating speed applied to particular geographic conditions. The lower bound for operating speeds is necessary to prevent the optimization model from assigning zero speed to the segments in certain optimization problems. The bounds for speed also help maintain consistency with track class definitions and track-class-specific accident rate assignment.

In some situations, risk managers may want to strictly consider speed reduction throughout the entire network, i.e. not allowing an increase in speed from the original operating speeds. Therefore, depending on the scenarios, speed constraints may comprise a combination of the following equations:

\[
W'_{ik} \geq W_{i\min} \quad \forall i, \forall k \quad (6.7)
\]
\[
W'_{ik} \leq W_{i\max} \quad \forall i, \forall k \quad (6.8a)
\]
\[
W'_{ik} \leq W_{ik} \quad \forall i, \forall k \quad (6.8b)
\]

Where:

- \(W_{i\max}\) = upper speed limit (track-class speed limit) for segment \(i\) (mph)
- \(W_{i\min}\) = lower speed limit (speed limit on one lower track class) for segment \(i\) (mph)

If the objective is to manage speed to reduce risk, i.e. speed may be increased or decreased within the limits, Eq. (6.7) and (6.8a) are applicable. On the other hand, if the objective is to strictly reduce speed, then Eq. (6.7) and (6.8b) are needed.
6.2.1.4 Cost Constraints

The cost constraint stipulates that the total cost due to speed reduction does not exceed the resources available; that is:

\[ f(T) \leq X \]  

Where:

\[ X = \text{maximum allowable transportation cost ($)} \]

Furthermore, the cost function may not be negative, i.e.

\[ f(T) \geq 0 \]

However, if risk managers wish to use the model to freely manage the target speed so that it can be lower or higher than the original speed, none of these constraints would be necessary. This is because the model will determine target speed on each segment within the minimum-maximum speed range. If the target speed is lower than the original speed, it will increase delay on the affected segments, and if it is higher, it will reduce delay. These positive or negative effects on delay are added up in Eq. (6.5) and converted into cost in Eq. (6.4).

The resource constraint in Eq. (6.9a) is necessary when the goal is to reduce speed to an extent not exceeding the maximum allowable delay.

The non-negativity constraint in Eq. (6.9b) is needed if the target train is required to operate at an average speed not higher than the original, average operating speed. In other words, this constraint stipulates that the total travel time after speed changes must not be less than the baseline. Therefore, in this case, the total transportation cost cannot be negative.

The multiplicative form of the speed-dependent CPR function in Eq. (6.2) leads to difficulty in solving the model because it requires nonlinear programming (NLP). Also, the inverse relationship between speed and travel time requires a division operation (Eq. 6.5), and such division must be avoided. A new variable may be considered to change a division operation to multiplication, but a similar modification would also be necessary for the speed-dependent CPR relationship in Eq. (6.1). To simplify this complication, I consider an integer programming (IP) model that can conveniently be solved.
6.3 Train Speed Management Model Using Integer Programming

The train speed management model can be formulated using an integer variable $C_{iw}$ to represent the decision for the target operating speed on segment $i$. At any specific target speed $W = W'$ (mph), CPR, risk, and delay cost can be determined using Eq. (6.2), (6.1), and (6.4), respectively. Therefore, the integer variable $C_{iw}$ is the only variable required in the simplified model.

The train speed management model in IP form is given as follows:

Minimize $Q = \sum_{i=1}^{I} \sum_{w \in W} C_{iw} (S_{iw} + f(T_{iw}))$  \hspace{1cm} (6.10)

subject to

$\sum_{i=1}^{I} \sum_{w \in W} C_{iw} f(T_{iw}) \leq X$  \hspace{1cm} (6.11)

$\sum_{i=1}^{I} \sum_{w \in W} C_{iw} f(T_{iw}) \geq 0$  \hspace{1cm} (6.12)

$\sum_{w \in W} C_{iw} = 1$ \hspace{1cm} \forall i$  \hspace{1cm} (6.13)

and

$C_{iw}$: binary  \hspace{1cm} (6.14)

Where:

$Q$ = total cost ($) of transporting hazardous materials on the route

$S_{iw}$ = risk cost ($) of transporting hazardous materials on segment $i$ given that affected trains are operated at speed $W = W'$ (mph)

$f(T_{iw})$ = delay cost ($) of transporting hazardous materials on segment $i$ given that affected trains are operated at speed $W = W'$ (mph)

$X$ = maximum allowable delay cost ($)

$C_{iw}$ = decision variable for target operating speed on segment $i$

(1 if speed $W = W'$ is chosen for segment $i$, 0 if another speed is chosen)

$I$ = a set of track segments in the route considered

$W$ = a set of candidate operating speeds within minimum and maximum speed limits, $W_{i}^{\text{min}}$ and $W_{i}^{\text{max}}$ (mph)
The objective function in Eq. (6.10) minimizes both the risk and delay costs of transporting hazardous materials on the route.

Eq. (6.11) is a resource constraint that controls the maximum allowable delay or the resource allocated for speed reduction. It stipulates that the total delay cost must not exceed the specified level $X$ ($\$$).

Eq. (6.12) is an optional non-negativity constraint. It stipulates that the total delay cost must not be negative and, therefore, prevents a decrease in total travel time from the baseline.

Eq. (6.13) stipulates that there must be only one target speed chosen for each segment $i$.

The binary constraint in Eq. (6.14) stipulates that the decision variable for speed $C_{iw}$ shall be either zero or one. If $C = 1$, then the target speed $w = W'$ will be chosen and otherwise for $C = 0$.

$I$ is a set of segments in the route considered.

$W$ is a set of candidate speeds to be considered for target operating speeds. For example, using a 5 mph increment, there are 12 candidate speeds ranging from $(15, 20, 25)^{\text{class} \ 2}$, $(30, 35, 40)^{\text{class} \ 3}$, $(45, 50, 55, 60)^{\text{class} \ 4}$, and $(65, 70)^{\text{class} \ 5}$. One may choose a smaller speed increment, but this increases the number of constraints in the optimization process and the computation time.

The parameters $S_{iw}$, $f(T_{iw})$, and the decision variable $C_{iw}$ are matrices having a size equal to the total number of segments times the number of candidate speeds.

The simplification of the model framework presented here is that it assumes the target speed for all car types is the same. However, the model can be modified to accommodate multiple car types operating at different speeds.

### 6.3.1 Variation of The Train Speed Management Model

The train speed management model is flexible so that it can be tailored to suit different objectives of interest. The mathematical model formulation described earlier determines the speed on track segments that will minimize risk and cost. Target speeds to be determined by the model are varied arbitrarily within the specified minimum-maximum speed range. In some instances, risk managers may wish to control or set the magnitude of speed reduction. In this section, I discuss a variation of the train speed management model that can accommodate a predefined magnitude of reduction in train speed. The predefined speed reduction may be one of the following: 1) a fixed, constant speed reduction, 2) a set of different magnitudes of speed
reduction for different groups of track segments (e.g. track classes), or 3) a set of different magnitudes of speed reduction for different segments. One benefit of this model is that it enables the risk manager to evaluate and compare the cost-effectiveness of different magnitudes of speed reduction.

A general IP form of the train speed management model, incorporating a fixed reduction in train speed, is given as follows:

Minimize  

\[ Q = \sum_{i=1}^{n} (1-C_i)S_i + C_iS_i' + \sum_{i=1}^{n} C_i f(T_i) \]  

subject to  

\[ \sum_{i=1}^{n} C_i f(T_i) \leq X \]  

\[ W_i' - C_i \Delta_i \geq W_{i \min} \quad \forall i \]  

and  

\[ C_i : \text{binary} \]  

Where

- \( Q \): total cost ($) of transporting hazardous materials on the route
- \( S_i \): risk cost ($) of transporting hazardous materials on segment \( i \) given that affected trains are operated at original speed
- \( S_i' \): risk cost ($) of transporting hazardous materials on segment \( i \) given that affected trains are operated at reduced speed
- \( f(T_i) \): delay cost ($) of transporting hazardous materials on segment \( i \) given that affected trains are operated at reduced speed
- \( X \): maximum allowable delay cost ($)
- \( W_i' \): target operating speed (mph) on segment \( i \)
- \( W_{i \min} \): minimum speed limit on segment \( i \) (mph)
- \( \Delta_i \): magnitude of speed reduction on segment \( i \) (mph)
- \( C_i \): decision variable for target operating speed on segment \( i \)
  - 1 if speed reduction is to be applied on segment \( i \), 0 if original speed is to be maintained
- \( I \): a set of track segments in the route network considered
The objective function in Eq. (6.15) minimizes the risk and delay costs of transporting hazardous materials on the network. Eq. (6.16) controls the delay cost such that it does not exceed the maximum allowable level. Eq. (6.17) is a minimum speed constraint that maintains consistency with the track-class-specific speed range considered. The speed ranges may be changed to accommodate other speed restrictions or operating requirements on certain segments as appropriate. The maximum track speed constraint is not required because the target speed is always either lower than or the same as the original speed. For the same reason, the non-negativity requirement for the resource constraint is not necessary. A magnitude of speed reduction, $\Delta$, can be set to a desired value for any specific segment to suit a particular objective of interest. For a case study to be illustrated later, $\Delta$ represents a constant for all segments $i$. Eq. (6.18) is a binary constraint. That is, if $C_i = 1$ then a speed reduction is to be applied on segment $i$, and if $C_i = 0$ then the original speed will be maintained.

### 6.4 Case Studies

The train speed management model enables consideration of train-speed reduction to minimize two conflicting objectives: hazardous materials transportation risk and train delay. The model introduced can be modified and adapted to accommodate various objectives of interest. In this section, I consider several case studies to verify the model structure developed and to illustrate some possible applications of the model. The following assumptions were made for all case studies:

- One product is considered.
- A single scenario of release is assumed.
- All hazardous material car shipments are in one train and using one car type.
- Only the delay of the corresponding hazardous material train is considered.
- Possible security risk due to travel time increase is not considered.
- The risk cost estimate incorporates a per-person evacuation cost (costs of remediation cleanup, material loss, and track and equipment damage are excluded).
Different speed management strategies are considered on a representative shipment route to minimize risk and delay cost. These include: 1) varying operating speeds on the network (increase or decrease within maximum-minimum track speed limits), 2) strictly reducing speeds (variable magnitudes), 3) reducing speeds by a fixed magnitude, and 4) operating the hazardous material train at minimum track speeds. Table 6.1 summarizes the scenarios considered in the case study.

**Table 6.1. Speed management scenarios.**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Manage Target Speeds (Increase or Decrease)</td>
</tr>
<tr>
<td>1.1</td>
<td>- Allow Reduction in Total Travel Time</td>
</tr>
<tr>
<td>1.2</td>
<td>- Reduction in Total Travel Time Not Allowed</td>
</tr>
<tr>
<td>2</td>
<td>Reduce Speeds, Magnitude Varies</td>
</tr>
<tr>
<td>3</td>
<td>Apply a Fixed Magnitude of Speed Reduction</td>
</tr>
<tr>
<td>4</td>
<td>Operate Train at Minimum Track Speeds</td>
</tr>
</tbody>
</table>

The representative hazardous material transportation shipment route from Chapter 5 is used for the case study. For simplicity, I consider a single release scenario \((j = 1)\), one tank car type \((k = 1)\), and one product \((m = 1)\). Table 6.2 summarizes the model parameters to be used.

The tank car considered in this case study is a non-insulated DOT-111A100W1 tank car with 7/16 inch tank thickness. Using the relationship developed in Chapter 4, the speed-dependent CPR function is \(f(W'_i) = 1 - [(1-0.00208W'_i)(1-0.00265W'_i)(1-0.00551W'_i)(1-0.00176W'_i)]\), where \(W'_i = \text{speed (mph) on segment } i\).
Table 6.2. Route characteristics and input parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Carloads ($V$)</td>
<td>100</td>
<td>Carloads</td>
</tr>
<tr>
<td>Total Network Length</td>
<td>1,396</td>
<td>Miles</td>
</tr>
<tr>
<td>Length of Track Segment $^1$ ($L$)</td>
<td>Varies</td>
<td>Miles</td>
</tr>
<tr>
<td>Average</td>
<td>2.33</td>
<td>Miles</td>
</tr>
<tr>
<td>Number of Segments</td>
<td>598</td>
<td>Segments</td>
</tr>
<tr>
<td>Operating Speeds $^2$</td>
<td>Varies</td>
<td>mph</td>
</tr>
<tr>
<td>Average</td>
<td>58</td>
<td>mph</td>
</tr>
<tr>
<td>Track Speed Limit ($W_{\text{min}}$, $W_{\text{max}}$)</td>
<td>Based on track class</td>
<td>mph</td>
</tr>
<tr>
<td>Track class-specific Derailment Rates $^3$ ($Z$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class 2 Track (25 mph maximum)</td>
<td>$726 \times 10^{-9}$</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 3 Track (40 mph maximum)</td>
<td>$300 \times 10^{-9}$</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 4 Track (60 mph maximum)</td>
<td>$77 \times 10^{-9}$</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Class 5 Track (70 mph maximum)</td>
<td>$42 \times 10^{-9}$</td>
<td>Per Car-mile</td>
</tr>
<tr>
<td>Speed-dependent CPR $^4$ ($f(W')$)</td>
<td>Varies with speeds</td>
<td>No Unit</td>
</tr>
<tr>
<td>Probability of Specific Release Scenario ($P$)</td>
<td>1.0</td>
<td>No Unit</td>
</tr>
<tr>
<td>Segment-specific Population Density $^5$ ($D$)</td>
<td>Varies</td>
<td>Persons/Sq.Mi.</td>
</tr>
<tr>
<td>Affected Area for Specific Chemical $^6$ ($A$)</td>
<td>0.785</td>
<td>Square-mile</td>
</tr>
<tr>
<td>Consequence Cost $^7$ ($Y$)</td>
<td>675</td>
<td>$ per persons</td>
</tr>
<tr>
<td>Train-delay Cost $^8$ ($O$)</td>
<td>233.32</td>
<td>$ per train-hour</td>
</tr>
</tbody>
</table>

$^1$ BTS (2007)  \hspace{2cm}  $^2$ Based on Timetable Speeds  \hspace{2cm}  $^3$ Anderson and Barkan (2004)  \hspace{2cm}  $^4$ Kawprasert and Barkan (2010)  \hspace{2cm}  $^5$ ESRI (2005)  \hspace{2cm}  $^6$ PHMSA (2008)  \hspace{2cm}  $^7$ Based on an evacuation cost of $225 per person (PHMSA, 2008b) and an evacuation period of 3 days per industry expert opinion  \hspace{2cm}  $^8$ Schafer and Barkan (2008)

6.4.1 Manage Target Speeds and Allow Reduction in Total Travel Time

In this scenario, the train speed management model can be used to arbitrarily choose target speeds within a defined range of maximum and minimum speeds so as to minimize the risk and delay cost. The first step is to adapt the train speed management model to suit this particular problem. The computation of train-delay cost is simplified by considering the delay of only a single train, regardless of the following trains and the traffic density on the route network. That is, only the first term in Eq. (6.4) is considered.
In this scenario, the target speed on any particular segment may be increased or decreased from the original operating speed. The former results in travel time savings that are assumed to be represented by a negative delay cost, while the latter results in a positive delay cost on that segment. Since the net cost is unknown (either positive or negative), the non-negativity constraint in Eq. (6.12) is not required. Ideally, the early arrival of a train would offer track, crew, and rolling stock availability for later use, which is considered beneficial. The negative delay cost is assumed to account for this benefit under the ideal case. In practice, trains may arrive at a destination sooner but have to wait for crew or yard space, so that such a benefit could not be fully achieved. However, early arrival of trains may still offer availability for portions of the track section.

The original operating speeds on this particular route range from 20 to 70 mph and are all divisible by 5. Therefore, I consider a set of candidate target speeds for each segment from a minimum of 15 mph to a maximum of 70 mph at 5 mph increments for a total of 12 levels. The candidate speeds comprise 15, 20, and 25 mph for track class 2; 30, 35, and 40 mph for track class 3; 45, 50, 55, and 60 mph for track class 4; and 65 and 70 mph for track class 5. The risk and the delay cost parameters are computed for these speeds.

Next, I compute the value of the objective function for the baseline (prior to speed changes). This can be done by setting the speed variable equal to the original speed on each segment. Using GAMS/CPLEX, the objective function is determined to be $964, comprising a baseline risk cost of $964 and a delay cost of $0. Using the original operating speeds, the train takes 25.5 hours to complete a trip on the network considered.

Solving the train speed management model to minimize both risk and delay costs yields a risk cost of $898 (7% decrease from baseline risk cost), a delay cost of -$294, and a total cost of $603, which is a 37% decrease from the baseline total cost. Negative delay cost indicates that the train takes less time to complete the trip. In this case, total travel time is reduced from 25.5 hours to 24.2 hours, which is about 76 minutes faster (5% less than the original travel time). 181 segments, accounting for a total distance of 493 miles (31% of route length), are subject to speed change (increase or decrease). Figure 6.1 depicts the changes in operating speeds and the distribution of risk along the route considered.
Figure 6.1: Effects of Speed Changes (Travel Time Reduction Allowed)

(A) Speed Diagram, (B) Risk Distribution (All Segments), and (C) Risk Distribution for Top 50 Segments with the Highest Risk
6.4.2 Manage Target Speeds without a Reduction in Total Travel Time

The previous scenario represents the case that offers the greatest reduction in total cost in which train speeds can be freely adjusted within the minimum-maximum track speed range. In this section, I introduce another train speed management strategy that allows for an increase in speed on segments but does not allow a reduction in total travel time. The purpose is to determine if there is an opportunity for speed changes in cases where a train is subject to operating conditions such that the total travel time cannot be further reduced. The train speed management model can easily be modified to accommodate this scenario by incorporating the non-negativity constraint of the delay cost. Thus, the model applicable for this specific scenario comprises Eq. (6.10) and (6.12) – (6.14).

Solving the train speed management model yields a risk cost of $826 (14% reduction from baseline risk cost) and a delay cost of $0, for a total cost of $826 (14% decrease from baseline total cost). With the new speeds (Figure 6.2a), the train will spend the same amount of time to complete the trip as the baseline case. The model suggests that 258 segments, accounting for 509 miles or 36% of total route length, are subject to speed change. Under this scenario, only speed reduction is applied on high risk segments (Figures 6.2b-c), as compared to both speed increases and decreases in the previous scenario (Figures 6.1b-c).

6.4.3 Manage Target Speeds with a Variable Reduction in Train Speeds

This scenario is similar to the previous scenario, except that speeds can only be reduced. Therefore, the maximum speed limit $W_i^{\text{max}}$ is replaced by original speeds $W_i$. Solving the train speed management model yields a risk cost of $875 (9% decrease from baseline), a delay cost of $42, and a total cost of $916 (5% decrease). Total travel time increases by 11 minutes, and 42 segments (28 miles or 2% of total length) are subject to speed reduction (Figure 6.3).
Figure 6.2: Effects of Speed Changes (Travel Time Reduction Not Allowed)

(A) Speed Diagram, (B) Risk Distribution (All Segments), and (C) Risk Distribution for Top 50 Segments with the Highest Risk
Figure 6.3: Effects of Speed Changes (Speed Reduced Only)
(A) Speed Diagram, (B) Risk Distribution (All Segments), and (C) Risk Distribution for Top 50 Segments with the Highest Risk
6.4.4 Manage Target Speeds with a Fixed Reduction in Train Speeds

This scenario facilitates a consideration of speed management for any particular magnitude of reduction in train speed, given a maximum allowable train delay. Accordingly, the modified model described in Eq. (6.15) – (6.18) is used. Here, I illustrate the case of a constant reduction in speed by assuming $\Delta = 10$ mph and a maximum allowable delay of 1 hour. Segment-specific CPR, risk, and travel time are computed and used as model inputs. Solving the train speed management model yields a risk cost of $873 (9\% decrease from baseline), a delay cost of $45, and a total cost of $918 (5\% decrease). Total travel time increases by 12 minutes, and 29 segments (23 miles or 1.6\% of total length) are subjected to speed reduction (Figure 6.4).

6.4.5 Operate Train at Minimum Track Speeds

The last scenario illustrates the extreme case in which risk is minimized by operating a hazardous material train at minimum artificial track speeds. That is, the objective is to minimize the risk while neglecting the delay. The train speed management model could be modified to accommodate this scenario by relaxing the travel cost constraint and assigning the minimum track speed as a set of the candidate speed.

The model yields a risk cost of $710 (26\% decrease from baseline), a delay cost of $1,775, and a total cost of $2,485 (158\% increase). Total travel time increases by 7.6 hours, and all 598 segments in the network are subject to speed reduction.
Figure 6.4: Effects of Speed Changes (Speed Reduction Fixed at 10 mph)

(A) Speed Diagram, (B) Risk Distribution (All Segments),
and (C) Risk Distribution for Top 50 Segments with the Highest Risk
6.4.6 Comparison of Results of Speed Management Scenarios

Five different scenarios for train speed management were illustrated. For all scenarios, a greater proportion of risk reduction is achieved by managing speeds on class-3 track segments, as indicated in Figures 6.1 – 6.4. These also illustrate how the train speed management model performs according to different objectives of interest. In the scenario where speeds can be arbitrarily adjusted, the model increases speeds to minimize delay and consequently the total cost. In the scenario where speeds change without reduction in travel time, the model attempts to balance speed increases and decreases to minimize risk, while maintaining the same total travel time.

For the scenario where the magnitude of speed reduction is fixed and the scenario where the magnitude of speed reduction varies, the magnitude of reduction in total cost is small. This is because a further reduction in speed would result in an increased delay and, subsequently, in total cost. Nevertheless, all scenarios considered, except that in which the train is operated at minimum track speeds, suggest a cost reduction associated with the shipments: 7% – 14% for risk cost and 5% – 37% for total cost. A graphical comparison of results is shown in Figure 6.5.
6.4.7 Effects of Magnitude of Speed Reduction on Risk and Cost

A risk manager may be interested in evaluating the effects of several parameters that affect the total cost, including the effectiveness of various magnitudes of speed reduction. The train speed management model can be used for this type of evaluation. Here, I provide two illustrations of the sensitivity analysis.

Figure 6.6 shows the changes in costs along and total distance to which a speed reduction of 10 mph is applied at the optimal locations. As the speed reduction distance increases, the delay increases while the risk decreases at diminishing rate, up to the minimum level of $825 (14% decrease), corresponding to a total cost of $1,385 at the distance of 464 miles (not shown on graph). The problem becomes infeasible beyond this minimum risk level. The reduction in total cost, however, is possible up to the distance of 74 miles, indicated by the vertical dashed line. With an increased travel time of 0.55 hours from the baseline, corresponding to the delay cost of $128, the total cost is maintained at the same level as that of the baseline cost of $964, but risk cost can be reduced to $835 (15% decrease). Beyond the 74 miles of 10-mph speed reduction, the total cost becomes greater than the baseline cost as the increase in delay cost overcomes the reduction in risk cost.

![Figure 6.6: Cost vs. Distance for 10 mph Speed Reduction](image)

Figure 6.6: Cost vs. Distance for 10 mph Speed Reduction
Figure 6.7 shows the number of segments and the corresponding distance required for various magnitudes of speed reduction. For the same amount of delay, a speed reduction of 5 mph requires more segments and a greater distance where the speed reduction is to be applied.

Because of operating constraints, 5 mph and 10 mph reductions in train speed are not possible beyond a 2.4 hour-delay (1,245 miles and 464 miles of speed reduction, respectively), while a 15 mph speed reduction is limited to 1.4 hours of delay (252 miles of speed reduction).

Figure 6.7: Infrastructure Requirements for Various Magnitudes of Speed Reduction
(A) Number of Segments and (B) Distance
Figure 6.8 shows the effects of different magnitudes of speed reduction on risk cost, delay cost, and total cost. Three constant magnitudes of speed reduction are evaluated: 5 mph, 10 mph, and 15 mph. Interestingly, for the same amount of delay, the highest magnitude of speed reduction results in the least reduction in risk cost and total cost, while the 10 mph speed reduction yields the greatest reduction.

**Figure 6.8: Effects of Various Magnitudes of Speed Reduction on Costs**  
(A) Risk, Delay, and Total Costs and (B) Risk and Total Costs for Delay of 0 to 1 Hour
It is expected that the risk reduction from a 10 mph speed reduction will be greater than from a 5 mph reduction. However, the 15 mph reduction does not result in a greater reduction in risk than the 10 mph reduction. This is because the higher the magnitude of speed reduction, the more likely the reduction will be subject to other operating constraints. Based on track-class-specific speed categories (mph) assumed in Section 6.4.1, i.e. (15, 20, 25)\textsuperscript{class 2}, (30, 35, 40)\textsuperscript{class 3}, (45, 50, 55, 60)\textsuperscript{class 4}, and (65, 70)\textsuperscript{class 5}, the track class having the widest speed range that allows for a 15 mph reduction is class-4 track. In particular, the segments that can accommodate a 15 mph reduction in speed are more limited in number for the route considered. Those segments are likely to be those where the train is originally operated at the maximum track speed, and they tend to be located in lower risk areas along the route. To formally investigate this, I examined the speed and risk distribution diagrams for fixed speed reductions of 5 and 15 mph, similar to the analysis in Figure 6.4.

Figures 6.9 and 6.10 show the optimal segments for speed reduction and the magnitude of risk reduction corresponding to a fixed speed reduction of 5 and 15 mph, respectively. For a 5 mph speed reduction, the train speed management model yields a minimum risk cost of $911 (5% decrease from baseline), a delay cost of $25, and a total cost of $937 (3% decrease). Total travel time increases by 7 minutes, and 47 segments (28 miles or 2% of total length) are subject to speed reduction (Figure 6.9). For a 15 mph reduction, the minimum possible risk cost is $963. There is only one segment that can accommodate a speed reduction of 15 mph to reduce the total cost (Figure 6.10). Thus, the magnitude of cost reduction is negligible compared to the baseline total cost. Therefore, for the route considered, the model found more opportunities to reduce risk with 5 and 10 mph reductions than with a 15 mph reduction.

### 6.4.8 Effects of Weights Attached to Risk and Delay Costs

Previously, I illustrated various speed management scenarios, assuming that both risk and delay costs have the same weight. In actual decision making, preference towards risk and cost may differ depending on the parties who make the decision and their objective of interest. For example, the government may wish to place more weight on risk reduction, while transportation delay may be a more important factor for railroad carriers or shippers. The tradeoff of such preferences may affect the optimal speed management strategy. Thus, the model framework must be capable of identifying the strategy that best supports the decision maker’s preference.
Figure 6.9: Effects of Speed Changes (Speed Reduction Fixed at 5 mph)

(A) Speed Diagram, (B) Risk Distribution (All Segments),
and (C) Risk Distribution for Top 50 Segments with the Highest Risk
Figure 6.10: Effects of Speed Changes (Speed Reduction Fixed at 15 mph)

(A) Speed Diagram, (B) Risk Distribution (All Segments), and (C) Risk Distribution for Top 50 Segments with the Highest Risk
To accommodate the tradeoff between risk and cost (i.e. risk cost and delay cost), the objective function of the train speed management models can be modified as follows:

Minimize \[ Q = \sum_{i \in I} \sum_{w \in W} C_{iw} \left[ \hat{\lambda} S_{iw} + (1 - \hat{\lambda}) f(T_{iw}) \right] \] (6.19)

Minimize \[ Q = \lambda \left( \sum_{i \in I} (1 - \phi) S_i + \phi S' \right) + (1 - \lambda) \sum_{i \in I} \phi f(T_i) \] (6.20)

Where:

\[ \lambda \] = weighting coefficient (between 0 and 1)

The objective functions in Eq. (6.19) and (6.20) above substitute Eq. (6.10) and (6.15) of the train speed management model, respectively.

To illustrate the effect of different weights attached to risk and cost components, I consider the case of a fixed reduction in speed (\( \Delta \)) of 5, 10, and 15 mph. Solving the modified train speed management model, comprising Eq. (6.19) and (6.16) – (6.18), with 0.1 increments for the weighting coefficient \( \lambda \), yields the results in Table 6.3.

As the weight attached to risk increases, the model chooses more segments to which it applies the speed reduction, thereby further reducing risk while increasing delay. At 0.1 increments for the weighting coefficient, speed reduction takes place when \( \lambda = 0.3 \) or more for \( \Delta = 5 \) and 10 mph, while a speed reduction of 15 mph requires \( \lambda = 0.5 \) or more. For all the magnitudes of speed reduction considered, the total cost is minimized when \( \lambda = 0.5 \).

For all values of \( \lambda \), the speed reduction of 5 mph requires a greater distance of speed reduction compared to a 10 mph reduction yet gives a smaller magnitude of reduction in risk. In the case of \( \Delta = 15 \) mph, the model struggles to find the segments to which it can apply a speed reduction, thereby providing the least reduction in risk. For the scenarios considered, a speed reduction of 10 mph is the best option, giving the highest magnitude of risk reduction, 14%, from the baseline at \( \lambda = 0.9 \) (Figure 6.11).
Table 6.3. Speed management strategies based on tradeoffs between risk and cost.

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Value of Objective Function</th>
<th>Risk Cost</th>
<th>% Reduction from Baseline</th>
<th>Delay (hrs)</th>
<th>Delay Cost ($)</th>
<th>Total Cost ($)</th>
<th>Speed Reduction Applied to:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No. of Segments, Distance (Miles)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Magnitude of Speed Reduction = 5 mph**

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Value of Objective Function</th>
<th>Risk Cost</th>
<th>% Reduction from Baseline</th>
<th>Delay (hrs)</th>
<th>Delay Cost ($)</th>
<th>Total Cost ($)</th>
<th>Speed Reduction Applied to:</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>96.40</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.2</td>
<td>192.80</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.3</td>
<td>286.81</td>
<td>933.61</td>
<td>3.15</td>
<td>0.04</td>
<td>9.62</td>
<td>943.23</td>
<td>14, 11</td>
</tr>
<tr>
<td>0.4</td>
<td>378.57</td>
<td>924.41</td>
<td>4.11</td>
<td>0.06</td>
<td>14.68</td>
<td>939.09</td>
<td>23, 16</td>
</tr>
<tr>
<td>0.5</td>
<td>468.41</td>
<td>911.46</td>
<td>5.45</td>
<td>0.11</td>
<td>25.36</td>
<td>936.82</td>
<td>47, 28</td>
</tr>
<tr>
<td>0.6</td>
<td>555.85</td>
<td>901.19</td>
<td>6.52</td>
<td>0.16</td>
<td>37.84</td>
<td>939.03</td>
<td>64, 38</td>
</tr>
<tr>
<td>0.7</td>
<td>641.66</td>
<td>895.89</td>
<td>7.06</td>
<td>0.21</td>
<td>48.44</td>
<td>944.34</td>
<td>79, 56</td>
</tr>
<tr>
<td>0.8</td>
<td>725.92</td>
<td>892.49</td>
<td>7.42</td>
<td>0.26</td>
<td>59.62</td>
<td>952.11</td>
<td>92, 78</td>
</tr>
<tr>
<td>0.9</td>
<td>806.87</td>
<td>886.29</td>
<td>8.06</td>
<td>0.39</td>
<td>92.12</td>
<td>978.41</td>
<td>134, 147</td>
</tr>
</tbody>
</table>

**Magnitude of Speed Reduction = 10 mph**

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Value of Objective Function</th>
<th>Risk Cost</th>
<th>% Reduction from Baseline</th>
<th>Delay (hrs)</th>
<th>Delay Cost ($)</th>
<th>Total Cost ($)</th>
<th>Speed Reduction Applied to:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No. of Segments, Distance (Miles)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Value of Objective Function</th>
<th>Risk Cost</th>
<th>% Reduction from Baseline</th>
<th>Delay (hrs)</th>
<th>Delay Cost ($)</th>
<th>Total Cost ($)</th>
<th>Speed Reduction Applied to:</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>96.40</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.2</td>
<td>192.80</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.3</td>
<td>286.81</td>
<td>908.06</td>
<td>5.80</td>
<td>0.08</td>
<td>19.49</td>
<td>927.55</td>
<td>10, 10</td>
</tr>
<tr>
<td>0.4</td>
<td>373.82</td>
<td>895.87</td>
<td>7.07</td>
<td>0.11</td>
<td>25.79</td>
<td>921.66</td>
<td>17, 14</td>
</tr>
<tr>
<td>0.5</td>
<td>458.88</td>
<td>873.07</td>
<td>9.43</td>
<td>0.19</td>
<td>44.68</td>
<td>917.75</td>
<td>29, 23</td>
</tr>
<tr>
<td>0.6</td>
<td>540.57</td>
<td>857.24</td>
<td>11.07</td>
<td>0.28</td>
<td>65.58</td>
<td>922.82</td>
<td>41, 28</td>
</tr>
<tr>
<td>0.7</td>
<td>618.56</td>
<td>845.45</td>
<td>12.30</td>
<td>0.38</td>
<td>89.15</td>
<td>934.60</td>
<td>50, 44</td>
</tr>
<tr>
<td>0.8</td>
<td>693.38</td>
<td>841.48</td>
<td>12.71</td>
<td>0.43</td>
<td>100.96</td>
<td>942.44</td>
<td>57, 55</td>
</tr>
<tr>
<td>0.9</td>
<td>763.05</td>
<td>829.30</td>
<td>13.97</td>
<td>0.71</td>
<td>166.75</td>
<td>996.06</td>
<td>72, 111</td>
</tr>
</tbody>
</table>

**Magnitude of Speed Reduction = 15 mph**

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Value of Objective Function</th>
<th>Risk Cost</th>
<th>% Reduction from Baseline</th>
<th>Delay (hrs)</th>
<th>Delay Cost ($)</th>
<th>Total Cost ($)</th>
<th>Speed Reduction Applied to:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No. of Segments, Distance (Miles)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Value of Objective Function</th>
<th>Risk Cost</th>
<th>% Reduction from Baseline</th>
<th>Delay (hrs)</th>
<th>Delay Cost ($)</th>
<th>Total Cost ($)</th>
<th>Speed Reduction Applied to:</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>96.40</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.2</td>
<td>192.80</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.3</td>
<td>289.20</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.4</td>
<td>385.59</td>
<td>963.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>963.99</td>
<td>0, 0</td>
</tr>
<tr>
<td>0.5</td>
<td>481.79</td>
<td>962.70</td>
<td>0.14</td>
<td>0.00</td>
<td>0.88</td>
<td>963.58</td>
<td>1, 1</td>
</tr>
<tr>
<td>0.6</td>
<td>576.88</td>
<td>956.57</td>
<td>0.77</td>
<td>0.03</td>
<td>7.34</td>
<td>963.92</td>
<td>2, 6</td>
</tr>
<tr>
<td>0.7</td>
<td>671.80</td>
<td>956.57</td>
<td>0.77</td>
<td>0.03</td>
<td>7.34</td>
<td>963.92</td>
<td>2, 6</td>
</tr>
<tr>
<td>0.8</td>
<td>765.84</td>
<td>953.46</td>
<td>1.09</td>
<td>0.07</td>
<td>15.36</td>
<td>968.82</td>
<td>4, 12</td>
</tr>
<tr>
<td>0.9</td>
<td>858.45</td>
<td>949.18</td>
<td>1.54</td>
<td>0.18</td>
<td>41.83</td>
<td>991.02</td>
<td>9, 32</td>
</tr>
</tbody>
</table>
Consideration of Other Cost Elements

There will always be uncertainties associated with risk and delay cost elements that are difficult to accurately determine. Analyses in previous sections are based on a simplification of risk and delay cost estimation. That is, only the costs of an evacuation and a single train delayed were incorporated. In addition, artificial speed restrictions on route segments were assumed. As mentioned earlier, the objective is not to provide the best estimates but to test and illustrate various possible applications of the train speed management model developed in this chapter. In this section, I discuss some opportunities for improving the cost estimates that may be necessary for a more accurate analysis of the cost-effectiveness of train-speed reduction as a means of reducing risk.
6.5.1 Consequence Costs of Hazardous Material Release Incident

Apart from the evacuation cost per person affected in a hazardous material release incident, one may consider incorporating other costs into the mathematical model. Depending on the information available, these costs may include: remedial cleanup, track property and equipment damage, and material loss. The U.S. Department of Transportation (DOT) Pipeline and Hazardous Materials Safety Administration (PHMSA) maintains a database of hazardous material incidents. The database is available online at https://hazmatonline.phmsa.dot.gov/IncidentReportsSearch/ (PHMSA, 2010). One may look up the incident statistics involving the hazardous materials of interest. I analyzed the PHMSA incident database for hazardous material tank car derailments in transit during the years 1998 to 2009. Only incidents involving materials of hazard classes 3 and 4, transported in non-pressure cars, which involved fire were analyzed (Table 6.4).

**Table 6.4. Consequence costs from PHMSA incident reports database.**

<table>
<thead>
<tr>
<th>Cost ($</th>
<th>Material Loss</th>
<th>Carrier Damage</th>
<th>Property Damage</th>
<th>Response Cost</th>
<th>Remediation Cleanup Cost</th>
<th>Total Amount of Damages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>3,000</td>
<td>4,500</td>
<td>5,000</td>
<td>8,100</td>
<td>1,500</td>
<td>53,000</td>
</tr>
<tr>
<td>Max</td>
<td>849,236</td>
<td>2,500,000</td>
<td>2,300,000</td>
<td>350,000</td>
<td>950,000</td>
<td>3,015,000</td>
</tr>
<tr>
<td>Average</td>
<td>178,903</td>
<td>624,985</td>
<td>226,750</td>
<td>101,950</td>
<td>299,089</td>
<td>1,433,998</td>
</tr>
</tbody>
</table>

2) Incidents involved hazardous materials with DOT hazard classes 3 and 4 transported in non-pressure cars that were derailed in transit resulting in fire

Saat (2009) used the Hazardous Materials Transportation Environmental Consequence Model to estimate the chemical-specific expected cleanup costs of a spill, representing the nationwide average and accounting for different hydrogeological conditions along the rail lines. The expected costs of spills for a group of Light Non-Aqueous-Phase Liquids (LNAPL) hydrocarbon compounds ranged from approximately $400,000 to $900,000.

Liu et al. (2010) developed track-class-specific consequence cost using FRA-reportable accident data. The average consequence cost, accounting for track and equipment damage due to a derailment on a mainline, is $375,000 per accident. Their estimates would include costs unrelated to hazardous materials and exclude some hazardous-material-specific costs.
The costs described here provide insight into the order of magnitude that risk cost should be. In general, the consequence cost may comprise both fixed (average) cost and variable (unit) cost. The average cost may comprise carrier and property damage costs that are independent of accident speed and severity, rolling stock, and infrastructure condition. The unit cost may comprise material loss and cleanup costs, which could be a function of spill size or volume, and emergency response or evacuation costs, which vary with the number of persons affected. The train speed management model developed in this chapter can be modified to accommodate these additional cost elements. For example, the risk cost objective function below incorporates the evacuation cost per person affected and the average consequence cost per release incident.

\[
\text{Minimize } S = \sum_{i \in I} \sum_{j \in J} \sum_{k \in K} \sum_{m \in M} V_{ik} L_i Z_i f(W_{ik}) (P_{ij} D_j A_{ij} Y_{ij}^m + E^m)
\]

Where:

\[
E^m = \text{average consequence cost per release incident for material } m \text{ ($)}
\]

6.5.2 Multiple Train-delay Costs

Rail Traffic Controller (RTC) may be used to determine train delay for all possible magnitudes of speed change applied to each segment, but this can be quite time consuming. Previous studies using RTC often considered an average or a maximum speed for each train type to compute the delay on the network (Dingler et al., 2009) and, therefore, may not be suitable for analyses regarding speed changes that require more detail at the segment-specific level. The case studies in Section 6.4 consider the delay cost of one single train, i.e. the train carrying the hazardous material that is subject to the speed reduction. In this section, I revisit the estimation of delay cost using the relationship developed by Schafer (2008) to investigate if it is applicable for multiple-train delay in the speed management problems considered.

First, I determined traffic density for the route considered using the data provided by the Bureau of Transportation Statistics (BTS, 2007). For simplicity, I calculated a weighted-average traffic density instead of segment-specific density. The average density on the route considered is 86 million gross tons. I assumed a fixed speed reduction of 10 mph.
For each segment, I computed the delay (in hours) after a 10 mph speed reduction was applied using Eq. (6.4). Here, the headway is \( t = \frac{53.33}{MGT} = \frac{53.33}{86} = 0.62 \) hours. The maximum delay due to speed decrease on segments \( T_{i}^{\text{max}} \) is 0.15 hours. For each segment, the number of subsequent trains delayed is less than one \( (B = \frac{T}{t} = \frac{0.15}{0.62}) \), so the delay cost corresponding to each segment is \( T_{i}O + (T_{i} - 0.62)O \). The second term of the summation is negative because the segments in the route are not long enough for the multiple-train delay cost equation to have an effect. Therefore, I neglected the multiple-train delay cost when computing the total-train delay cost in the case studies in Section 6.4.

Another observation is about a difference in the order of magnitude of the risk and delay costs. Suppose all consequence cost elements in Table 6.4 were incorporated into the risk cost equation. The risk cost could outweigh the delay cost and thereby reduce the optimization problem to the single objective problem of minimizing risk. Although weighting factors or normalization can be applied to risk and delay costs as desired, there remain challenges to develop a more accurate, realistic estimation of both risk and delay costs.

6.6 Optimizing Risk Reduction Options: Managing Train Speed and Track Upgrade

Risk managers may be interested in choosing the most cost-effective option among a set of alternatives for reducing hazardous materials transportation risk on a particular network of interest. Previously, I discussed the model framework that can be adapted to facilitate the consideration of each individual risk reduction option: alternate routing (Chapter 3), track infrastructure improvement (Chapter 5), and speed management (Chapter 6). One approach to determining the option that offers the greatest reduction in risk with minimal cost is to solve each individual model separately and compare the benefits and costs of each option.

Another approach is to develop an integrated framework that incorporates multiple risk-reduction options into one single model. In this section, I describe a basic framework that can help risk managers choose between reducing speed, upgrading segments to higher track classes, or doing nothing. The routing problem, however, has different characteristics and requirements. In addition, there is not enough information to accurately estimate the cost of rerouting. At this stage, it may be more appropriate to consider the routing option separately.
6.6.1 Mathematical Model for Choosing Multiple Risk Reduction Strategies

In this subsection, I describe a mathematical model that simultaneously considers train speed management and track infrastructure upgrade for hazardous materials transportation route risk reduction. The mathematical framework for simultaneously considering these options for hazardous materials transportation risk reduction is referred to as the risk reduction options selection model, which can be written in a general BIP form as follows:

Minimize \[ S = \sum_{i=1}^{I} \phi_i S_i^N + \sum_{i=1}^{I} \phi_i S_i^S + \sum_{i=1}^{I} \gamma_i S_i^U \] (6.22)

\[ T = \sum_{i=1}^{I} \phi_i T_i^S + \sum_{i=1}^{I} \gamma_i T_i^U \] (6.23)

subject to

\[ \sum_{i=1}^{I} \phi_i T_i^S + \sum_{i=1}^{I} \gamma_i T_i^U \leq X \] (6.24)

\[ \phi_i + \phi_i + \gamma_i = 1 \quad \forall \ i \] (6.25)

and

\[ \phi_i, \ \phi_i, \ \gamma_i : \text{binary} \quad \forall \ i \] (6.26)

Where:

- \( S \) = total risk cost of transporting hazardous materials on route network
- \( T \) = total cost of implementing risk reduction measures on route network
- \( S_i^N \) = baseline risk cost of transporting hazardous materials on segment \( i \)
- \( S_i^S \) = risk cost of transporting hazardous materials on segment \( i \) given that speed reduction is applied to the corresponding segment
- \( S_i^U \) = risk cost of transporting hazardous materials on segment \( i \) given that the corresponding segment is upgraded to a higher class
- \( T_i^S \) = cost of reducing train speeds on segment \( i \)
- \( T_i^U \) = cost of upgrading segment \( i \) to a higher class
- \( X \) = maximum budget allocation ($)

\( \phi_i, \ \phi_i, \ \gamma_i \) = decision variables corresponding to the option to be considered: do nothing, reduce speed, and upgrade track, respectively (0 if option is not selected, 1 if selected)
Baseline risk cost for segment $i$ can be determined as follows:

$$S_{i}^{N} = \sum_{j \in J} \sum_{k \in K} \sum_{m \in M} V_{ik}^{m} L_{i} Z_{i} f(W_{ik}) (P_{ij}^{m} D_{j} A_{j}^{m} Y_{ij}^{m} + E^{m})$$ (6.27)

The risk cost of transporting hazardous materials on segment $i$, given that speed reduction is applied to the corresponding segment, can be determined as follows:

$$S_{i}^{S} = \sum_{j \in J} \sum_{k \in K} \sum_{m \in M} V_{ik}^{m} L_{i} Z_{i} f(W_{ik} - \Delta_{i}) (P_{ij}^{m} D_{j} A_{j}^{m} Y_{ij}^{m} + E^{m})$$ (6.28)

The risk cost of transporting hazardous materials on segment $i$, given that the segment is upgraded to a higher class, can be determined as follows:

$$S_{i}^{U} = \sum_{j \in J} \sum_{k \in K} \sum_{m \in M} V_{ik}^{m} L_{i} (Z_{i} - \Psi_{i}) f(W_{ik}) (P_{ij}^{m} D_{j} A_{j}^{m} Y_{ij}^{m} + E^{m})$$ (6.29)

Where:

$$\Psi_{i} = \text{reduction in the segment-specific accident rate given that segment } i \text{ is upgraded to a higher class}$$

The cost of reducing train speeds, $T^{S}$, can be determined using Eqs. (6.4) to (6.6).

The cost of upgrading segment $i$ to a higher class can be defined as an increase in the annual track maintenance cost that comprises the ordinary and the renewal maintenance costs (Liu et al., 2010).

$$T_{i}^{U} = F_{i} L_{i}$$ (6.30)

Where:

$$F_{i} = \text{annual cost of upgrading segment } i \text{ to a higher track class ($ per mile)$$}

Lai et al. (2010) and Liu et al. (2010) developed an approach to estimate track-class-specific maintenance cost using information from Zarembski and Resor (2004). Information from these studies can be used for estimating annual track upgrade costs, $F_{i}$.

Depending on the objective of interest, the combined risk reduction model may be adjusted to accommodate a consideration of one particular strategy. For example, if a risk manager wishes to consider only speed reduction, then $\gamma_{i}$ can be set to zero for all segment $i$. Likewise, $\varphi_{i}$ can be set to zero if infrastructure improvement is the only option of interest.
All parameters of the model can be determined, thus the objective is to solve for an optimal combination of decision variables for each segment $i$, subject to total cost and decision constraints.

### 6.6.2 Case Study on Multiple Risk Reduction Strategies

To illustrate an application of the risk reduction options selection model, I considered a case study using the same hypothetical route data as that in Section 6.4. Several additional parameters were considered, together with assumptions, as shown in Table 6.5. In this particular problem, I assumed that the speeds remained the same after the track upgrade, since the objective focuses on speed reduction. However, the model also accounts for the benefit of reduced delays if a speed increase is assumed. Furthermore, I assumed that the speed reduction affects only the CPR and not the accident rate.

#### Table 6.5. Parameters and Assumptions for Risk Reduction Options Selection Problem.

<table>
<thead>
<tr>
<th>Parameter / Assumption</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Consequence Cost</td>
<td>Assume an average consequence cost ($E$) of $1,332,000$ per release incident, using data from Table 6.4 (use average value of total consequence cost, excluding response cost).</td>
</tr>
<tr>
<td>Speed Reduction</td>
<td>Assume a constant speed reduction ($\Delta$) of 10 mph where applicable (where target speeds are not less than minimum track speeds). Use CPR from Kawprasert and Barkan (2010).</td>
</tr>
<tr>
<td>Track Class Upgrade</td>
<td>Consider upgrading existing track class to one higher class (i.e. 2 to 3, 3 to 4, or 4 to 5). Use track-class-specific accident rates from Anderson and Barkan (2004). Assume operating speeds remain the same after track upgrade.</td>
</tr>
<tr>
<td>Annual Track Upgrade Cost</td>
<td>Use Liu et al. (2010) track class upgrade cost model based on the average traffic density of 86 MGT.</td>
</tr>
<tr>
<td></td>
<td>Upgrade Class 2 to Class 3: $10,989$ per mile</td>
</tr>
<tr>
<td></td>
<td>Upgrade Class 3 to Class 4: $11,577$ per mile</td>
</tr>
<tr>
<td></td>
<td>Upgrade Class 4 to Class 5: $8,799$ per mile</td>
</tr>
</tbody>
</table>
The corresponding baseline cost is $9,768. The full model, comprising Eqs. (6.22) – (6.30), is solved under various levels of resource allocation: $X = 0.25, 0.5, 1, 5, and 10 million. Since both Eq. (6.22) and (6.23) are in the same cost unit, they can be combined into a bi-objective function of minimizing risk and cost.

Solving the model yields a risk cost of $9,050 (7% decrease from baseline), a delay cost of $348, an upgrade cost of $0, and a total cost of $9,398 (4% decrease). The total travel time increases by 1.5 hours, and 116 segments (205 miles or 15% of total length) are subjected to speed reduction. As expected, the model did not choose any segments for upgrade because of the higher improvement cost compared to that of speed reduction. The delay cost estimation here accounts for only a single train delay and not the overall system delay. The resource levels are redundant because any further improvements beyond the optimal cost results in an increase in total cost.

To illustrate the effect of different budget levels, Eq. (6.23) is removed, thereby reducing the problem to risk minimization. Solving the risk reduction options selection model comprising Eq. (6.22) and Eq. (6.24) – (6.26) yields the results in Table 6.6.

<table>
<thead>
<tr>
<th>Budget Allocation (million $)</th>
<th>Risk Cost ($)</th>
<th>Improvement Cost ($)</th>
<th>Risk Reduction Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective Function</td>
<td>% Reduction from Baseline Risk</td>
<td>Delay Cost</td>
</tr>
<tr>
<td>0.25</td>
<td>8,376</td>
<td>14</td>
<td>550</td>
</tr>
<tr>
<td>0.5</td>
<td>8,079</td>
<td>17</td>
<td>535</td>
</tr>
<tr>
<td>1</td>
<td>7,595</td>
<td>22</td>
<td>528</td>
</tr>
<tr>
<td>5</td>
<td>5,603</td>
<td>43</td>
<td>239</td>
</tr>
<tr>
<td>10</td>
<td>5,067</td>
<td>48</td>
<td>0</td>
</tr>
</tbody>
</table>

From the optimization results, greater investment yields greater risk reduction. For lower levels of investment, the model prefers speed reduction to track infrastructure improvement. At higher levels of investment, the model favors track infrastructure upgrade and chooses less speed reduction. At the highest level of investment, risk is minimized through only track infrastructure upgrade.
For the route considered, the maximum possible risk reduction is 48% from the baseline, corresponding to the investment level of $8 million. The magnitude of risk reduction diminishes over an increasing budget level (Figure 6.12).

![Optimal Budget Allocation Under Different Risk Reduction Strategies](image)

**Figure 6.12: Optimal Budget Allocation Under Different Risk Reduction Strategies**

Figure 6.13 is a graphical illustration of the distribution of segment risk after optimal risk reduction measures have been applied, corresponding to the investment level of $5 million. The distribution indicates that the greatest reduction in risk is obtained by upgrading class-3 segments to class 4 (32% reduction), followed by upgrading class-4 segments to class 5 (6.4% reduction), reducing speed by 10 mph on class-4 segments (2.3% reduction) and upgrading class-2 segments to class 3 (1.9% reduction), for a total reduction in risk of 42.6% from baseline risk.

With appropriate assumptions, this type of analysis using the risk reduction options selection framework suggests a combination of risk reduction strategies given the available resources and helps inform decision-makers regarding investments to improve railroad hazardous materials transportation safety. Further development may consider packaging and/or routing as additional risk reduction options (e.g. Lai et al., 2011) to enhance the utility of the framework for the consideration of multiple risk-reduction options.
Figure 6.13: Distribution of Segment Risk When Optimal Risk Reduction Strategies Applied Under Budget of $5,000,000
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6.7 Discussion

This chapter describes a mathematical framework that considers train speed as a management option for hazardous materials transportation risk reduction. Using representative shipment route data, a case study is developed to illustrate an application of the train speed management model under various scenarios. This allows for a better understanding of how this option performs and how it offers benefit as a possible means of risk reduction in addition to the other measures discussed in previous chapters.

The mathematical model framework developed is intended to help risk managers determine a more cost-effective strategy to reduce the risk of hazardous materials transportation by appropriately managing train speeds on a particular network given resource constraints. The case study highlights a flexibility of speed management that can be applied under various scenarios that are most feasible and useful to the concerned parties. All scenarios considered in the case study suggest a possible reduction in route risk compared to baseline.

Apart from train speed management, this chapter also introduces a general framework that integrates several different risk reduction options and considers them simultaneously in one single model. This integrated framework helps risk managers choose the most cost-effective strategy among a set of route risk reduction options. In particular, the integrated framework incorporates train-speed reduction and track infrastructure improvement. The case study, using the same representative route data, suggests that the risk could be reduced by half with a budget of $8 million for risk reduction measures. The model framework presented here may serve as a decision support tool that could be further adapted to accommodate a particular problem of interest regarding hazardous materials transportation risk reduction.

There remains a challenge in developing a more accurate estimate of risk and system delay costs. These are critical elements in the mathematical framework for train speed management that is presented in this chapter. Simplification of these estimates serves the purpose of illustrating the application of the model. However, actual implementation of this means of reducing risk will require more realistic benefit and cost estimates for decision making.
6.8 Conclusions

This chapter makes use of recent developments in speed-dependent conditional probability of release (Kawprasert and Barkan, 2010), train-delay cost estimation (Schafer, 2008), and track infrastructure upgrade cost estimates (Liu et al., 2010) to develop a mathematical modeling framework that formally considers train speed management as a means of hazardous materials transportation risk reduction. The case study illustrates the flexibility of the train speed management model to accommodate various speed management scenarios. It also indicates a potential for risk reduction through the speed management of trains transporting hazardous materials over the route. In addition, an integrated model to consider combined risk reduction strategies is also developed as a tool to facilitate risk-based decision making for hazardous materials transportation. A case study suggests that speed reduction is the more favorable approach to risk reduction when lower levels of investment are available, while track infrastructure improvement may serve as a longer term measure when a larger budget is available. Overall, the study indicates that train speed management could be a feasible means of reducing hazardous materials transportation risk.
CHAPTER 7

PROBABILISTIC MODEL FOR ROUTE RISK ESTIMATION

7.1 Introduction

Definition of “risk” varies with the context of its application. According to Langlois and Cosgel (1993), early interpretation of risk involves “situations in which one could assign probabilities to outcomes and by uncertainty situations in which one could not” (Knight, 1921; Friedman, 1976). In safety engineering, risk is “a combination of three attributes: What can go wrong?, How bad could it be?, and How often might it happen?” (CCPS, 2007). In the context of transportation risk, it is defined as “a measure of human injury, environmental damage, or economic loss in terms of both the incident likelihood and the magnitude of the loss or injury” (CCPS, 2008). To describe risk (qualitatively or quantitatively), the process of risk analysis is carried out. This involves engineering evaluations and the use of mathematical techniques for combining estimates of the likelihood and the consequence of the event (NTSB, 1971; CCPS, 1995). The likelihood of an event is a measure of the frequency or the expected probability of that event that may be expressed as a frequency, such as the number of events per year, or a probability of an occurrence during some time interval (CCPS, 1995).

Risk analysis models often adopt a certain probability distribution (such as the Poisson distribution) to estimate the likelihood of an accident based on the statistical inference on historical data of accident statistics (e.g. Glickman and Rosenfiled, 1984; Abkowitz and Cheng, 1988; Purdy, 1993; Erkut and Verter, 1995). The risk model using this approach will be referred to as a probabilistic risk model. Another approach is based on a direct multiplication of the frequency, or rate of accident, from the historical data with other probabilities and consequence estimates in the risk model to obtain the numerical value of risk (e.g. CCPS, 1995; Bubbico et al., 2000; Saat and Barkan, 2006a). The risk model under the frequency-based or simplified approach is referred to as a simplified risk model. The objective of this chapter is to investigate the assumptions and simplifications behind the simplified risk model and compare the estimate of the likelihood of a hazardous material release event to that using the probabilistic approach.
First, I describe the use of a probability distribution to determine the likelihood of an accident. The probabilistic model is then developed using a Poisson process (Ross, 2002). The numerical estimates of risk using the probabilistic approach are compared with those from a simplified approach. Then, I discuss the interpretations of risk estimates obtained by these two approaches and evaluate the difference in their magnitudes.

The probabilistic approach may be useful because it enables a calculation of the probability of any specific number of incidents on a route. Depending on the rate used in the probabilistic risk model, the probability of any number of train accidents or tank car derailments can be determined. For example, if the accident rate is known, one can compute the probability of a particular number of accidents on a route; if derailment rate is known, the probability of any number of derailments can be determined. The probabilistic approach may further facilitate the consideration of multiple levels of consequences that are a function of the number of accidents or the number of tank cars derailed.

Similar work was previously conducted by Erkut and Verter (1998) and Erkut and Ingolfsson (2005) for highway hazardous materials transportation risk modeling. Here, I adapt it to accommodate rail hazardous materials transport, to incorporate more specific parameters affecting risk, and to illustrate the effects of multiple shipments on model estimates.

### 7.2 Risk Model Formulation Revisited

In this section, I describe the model formulation for both probabilistic and simplified risk models in detail.

#### 7.2.1 Probabilistic Risk Model

I assume that the occurrence of an accident is a random event with a known rate, $Z$, which can be modeled using the Poisson distribution (Glickman and Rosenfield, 1984; Hauer, 1986; Erkut and Ingolfsson, 2005). Bedford (2005) discussed the merits of assuming a Poisson process for the calculation of the likelihood of the event of an accident. Under a Poisson process, the number of events occurring in any fixed interval of length $L$ is assumed to be a Poisson random variable with mean $ZL$, and the events occurring in the non-overlapping intervals in the length $L$ are
assumed to be independent of one another. The probability of \( t \) accidents on an interval of length \( L \), \( P(N(L) = t) \), can be expressed as follows:

\[
P\{N(L) = t\} = \frac{\exp(-ZL)(ZL)^t}{t!}
\]  
(7.1)

where \( N(L) \) = the number of accidents on a segment of length \( L \)

\( t \) = 0, 1, 2…

\( Z \) = the accident rate per unit length of segment

Let \( A \) be the event that at least one accident occurred, and \( A_i \) that event occurring on segment \( i \). Using Eq. (7.1), I express the probability that at least one accident occurred on segment \( i \), \( P(A_i) \), as follows:

\[
P(A_i) = 1 - P\{N(L_i) = 0\}
\]
\[
= 1 - \exp(-Z_iL_i)
\]  
(7.2)

The probability of an accident on a route, comprising \( n \) segments, using a non-homogeneous Poisson process, is then described as follows:

\[
P(A) = 1 - \exp(-\sum_{i=1}^{n} Z_iL_i)
\]  
(7.3)

\( P(A) \) in Eq. (7.3) above can be interpreted as the probability that there will be at least one accident on the route, or in short, the probability of an accident occurring. In the context of hazardous materials transportation, a focus is usually made on the event of tank cars being derailed in an accident. Thus, \( P(A) \) can also represent the probability that there will be at least one tank car derailed on the route, provided that \( Z \) represents the tank car derailment rate (i.e., cars derailed per car-mile).

The probability of a hazardous material release on segment \( i \), \( P(R_i) \), can then be expressed as follows:

\[
P(R_i) = P(R|A_i)P(A_i) + P(R|A_i')P(A_i')
\]  
(7.4)
where \( P(R_i|A_i) \) = the conditional probability of a hazardous material release (CPR) given an accident on segment \( i \)

\( A'_i \) = the event that there will be no accident on segment \( i \)

Simplification can be made by considering only an accident-caused release, thus the term \( P(R_i|A'_i)P(A'_i) \) in Eq. (7.4) can be neglected. Depending on the accuracy required, \( P(R_i|A_i) \) in Eq. (7.4) can be either average-speed CPR or speed-dependent CPR. For each, one may consider the CPR that is weighted by the number of different tank car types in the fleet, if the relationship used for calculating the CPR accounts for specific safety design features. Table 7.1 summarizes the models available for the estimation of the CPR that is appropriate for different objectives of analysis.

**Table 7.1. Possible relationships and detail levels for estimation of CPR.**

<table>
<thead>
<tr>
<th>Level of Consideration</th>
<th>Safety-Design-Specific CPR</th>
<th>Non-safety Design Specific CPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed-dependent CPR</td>
<td>Kawprasert and Barkan (2010a)</td>
<td>Treichel et al. (2006)</td>
</tr>
</tbody>
</table>

For any particular hazardous material, the level of consequence depends, in part, on the quantity of material released to the environment, which may vary with the severity of the accident, the atmospheric conditions, and the chemical properties of the material itself. To account for different release scenarios, such as a large quantity spilled or a release involving fire, I consider the probability of an event of a specific scenario of release \( k \) for a track segment \( i \), \( P(I_{ki}) \), as follows:

\[
P(I_{ki}) = P(I_{ki}|R_i, A_i)P(R_i|A_i)P(A_i)
\]  (7.5)

where \( P(I_{ki}|R_i, A_i)_k \) = the conditional probability that a specific scenario \( k \) will occur given that there is a hazardous material release due to an accident on segment \( i \)
The conditional probability of hazardous material car involvement in an accident is excluded from Eq. (7.5) since only a hazardous material shipment (carload) is considered.

For the consequence part of the risk model, I express it in terms of number of persons exposed to possible evacuation, which can be estimated from the product of the affected area due to a hazardous material release and the average population density in that area. So, the consequence of a specific release scenario \( k \) for track segment \( i \), \( C_{ki} \), is written as:

\[
C_{ki} = E_k D_i \quad (7.6)
\]

where

- \( E_k \) = affected area where people need to be evacuated or sheltered in place for a specific scenario of release \( k \)
- \( D_i \) = average population density in an affected area corresponding to segment \( i \)

For the chemical and release scenario of interest, the affected area can be determined in accordance with the recommendations provided in the U.S. Department of Transportation (DOT) Emergency Response Guidebook (ERG) (PHMSA, 2008; Brown et al., 2009). The population density corresponding to segment \( i \) can be approximated by considering the weighted average number of people in the census tracts coincident with the affected area. Use of Geographic Information System (GIS) analysis can aid this process (Kawprasert and Barkan, 2008; 2009a).

The expected risk associated with the shipment of hazardous materials along the route comprising \( n \) segments from origin to destination is described by Erkut and Verter (1998) and Erkut and Ingolfsson (2005) as follows:

\[
S = P_1 C_1 + (1 - P_1) P_2 C_2 + (1 - P_1)(1 - P_2)P_3 C_3 + \ldots + (1 - P_1)(1 - P_2)\ldots(1 - P_{n-1})P_n C_n
\]

or

\[
S = \sum_{i=1}^{n} \prod_{j=1}^{i-1} (1 - P_j) P_i C_i \quad (7.7)
\]

where

- \( S \) = risk associated with the trip
- \( P_i \) = probability of a release incident on a segment \( i \)
- \( C_i \) = consequence of a release incident on a segment \( i \)
- \( n \) = number of segments on the route
Figure 7.1, adapted from Erkut and Verter (1998), illustrates the partial probability tree in accordance with Eq. (7.7).

Using model elements as defined earlier, the equation used to estimate the risk associated with hazardous material shipments on a rail route is as follows:

\[
S = \sum_{k=1}^{m} \sum_{i=1}^{n} \prod_{l=1}^{i-1} \left( 1 - P(I_i \mid R_j, A_j) P(R_j \mid A_j) \left\{ 1 - \exp \left( -Z_l Q_j \right) \right\} \right) P(I_i \mid R_i, A_i) P(R_i \mid A_i) \left\{ 1 - \exp \left( -Z_l Q_i \right) \right\} E_k D_k
\]

Eq. (7.8) above is referred to as the *probabilistic risk model*.

### 7.2.2 Simplified Risk Model

In railroad hazardous materials transportation risk analyses, the probability terms in the risk model are sometimes simplified by considering the product of the accident rate per car-mile and the hazardous material car-miles to determine the probability of an accident occurring, \( P(A) \). Under this simplification, the product gives the frequency of an accident rather than the probability, and, consequently, Eq. (7.5) is considered to be the frequency of a release incident. In this section, I describe how the simplified risk model can be derived from the probabilistic risk model.
First, the product of segment-specific probability $P_i$ and $P_j$ in Eq. (7.7) is assumed to be very small, so that the term $\Pi(1 - P_j)$ can be neglected (Erkut and Verter, 1998; Erkut and Ingolfsson, 2005). Eq. (7.7) is then simplified to:

$$S = \sum_{i=1}^{n} P_i C_i$$  \hspace{1cm} (7.9)

where $P_i$ = frequency of a release incident on a segment $i$

Eq. (7.2) can be simplified by considering the first-order approximation. Using Taylor’s series expansion, the exponential term in Eq. (7.2) can be written as:

$$\exp(-Z_i L_i) = 1 + (-Z_i L_i) + \frac{(-Z_i L_i)^2}{2!} + \frac{(-Z_i L_i)^3}{3!} + ...$$  \hspace{1cm} (7.10)

Due to the very low railroad accident rate, the product of $Z_i$ and $L_i$ is very small, so that the higher-order terms in the series can be neglected, i.e. $\exp(-Z_i L_i) \approx 1 - Z_i L_i$. Therefore, Eq. (7.2) is simplified to:

$$F_i \equiv 1 - (1 - Z_i L_i)$$

$$= Z_i L_i$$  \hspace{1cm} (7.11)

And the frequency of an accident on a route comprising $n$ segments is:

$$F = \sum_{i=1}^{n} Z_i L_i$$  \hspace{1cm} (7.12)

The corresponding equation incorporating hazardous material shipments, $Q$, and other risk components is then written as follows:

$$S = \sum_{k=1}^{m} \sum_{i=1}^{n} P(I_i | R_i, A_i) P(R_i | A_i) Z_i L_i Q_i E_i D_i$$  \hspace{1cm} (7.13)

I refer to Eq. (7.13) as the simplified risk model.

It is important to understand the difference in the magnitude of the numerical estimates obtained from both approaches as well as the difference in the interpretation of those estimates. This is the principal objective of this chapter and will be discussed in more detail in the following section.
7.3 Comparison of Probabilistic and Simplified Risk Models

7.3.1 Interpretation of Probability/Frequency Term

The probability/frequency terms in each of the risk models have different interpretations. To elaborate this, I define an accident event as the derailment of a railcar carrying a hazardous material on a mainline track. Assuming a constant derailment rate of $Z = 100 \times 10^{-9}$ per car-mile and a constant traffic volume of $Q = 1,000$ shipments on a route of length of $L = 1,000$ miles, the probability of an accident on this route can be computed as follows:

$$P(A) = 1 - \exp(-Z \times L \times Q)$$

$$= 1 - \exp(-100 \times 10^{-9} \times 1,000 \times 1,000)$$

$$= 0.095163 \text{ or } 9.52\% \text{ chance}$$

The figure represents the probability that there will be at least one derailment (car derailed) on the route.

Using the simplified approach, the frequency of an accident can be calculated by multiplying $Z$, $L$, and $Q$ together, i.e.

$$F \equiv Z \times L \times Q$$

$$= 100 \times 10^{-9} \times 1,000 \times 1,000$$

$$= 0.1 \text{ (or 1 car derailed in 10 years)}$$

The difference between the exact probability and the frequency is 0.48%. The latter approach enables consideration in terms of the frequency of an accident rather than the probability. The interpretation of $F$ is the expected number of derailments (cars derailed) on the route, which equals 0.1 cars derailed per year. An equivalent interpretation is the frequency of a derailment on this route is 1 car derailed in every 10 years. Hence, for these two approaches, there is a difference not only in the magnitude of the estimate but also in the interpretation of the estimate.
The advantage of the probabilistic approach based on the Poisson process is that it can be used to calculate the exact probability of any specific number of accidents (cars derailed) given hazardous material traffic and the accident rate. For example, I consider the same parameters as before: a constant derailment rate of \( Z = 100 \times 10^{-9} \) per car-mile, a constant traffic volume of \( Q = 1,000 \) shipments, and a route length of \( L = 1,000 \) miles. The probability of multiple car derailments on this route can be computed using Eq. (7.1). The result is shown in Table 7.2.

It is important to note that the numbers of cars derailed in Table 7.2 do not necessarily represent the number of tank cars derailed in the same accident. For example, consider one train comprising two carloads from origin to destination; the number of multiple cars derailed that are described here indicate the number of tank car derailments in separate accidents along the route (Figure 7.2a) rather than the number of cars derailed in one single accident (Figure 7.2b).

Table 7.2. Probabilities of multiple car derailments.

<table>
<thead>
<tr>
<th>Number of Accidents (Cars Derailed)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.904837</td>
</tr>
<tr>
<td>1</td>
<td>0.090484</td>
</tr>
<tr>
<td>2</td>
<td>0.004524</td>
</tr>
<tr>
<td>3</td>
<td>0.000151</td>
</tr>
<tr>
<td>4</td>
<td>0.000004</td>
</tr>
<tr>
<td>At least 1</td>
<td>0.095163</td>
</tr>
</tbody>
</table>

![Diagram A](image1)

![Diagram B](image2)

Figure 7.2: Illustration of Multiple Derailments along the Route
(A) Multiple Car Derailments in Separate Accidents and (B) Multiple Car Derailments in the Same Accident
The expectation of the probabilities in Table 7.2 can be computed as follows:

\[
\Sigma t \, P\{N(L) = t\} = 0 \times P\{N(L) = 0\} + 1 \times P\{N(L) = 1\} + 2 \times P\{N(L) = 2\} + \ldots \\
= 0(0.904837) + 1(0.090484) + 2(0.004524) + \ldots \\
= 0.1
\]

This represents the expected number of cars derailed and is exactly the same result as that obtained using the simplified risk model. The results are shown graphically in Figure 7.3.

**Figure 7.3: Probability of Multiple Derailments and Expected Value**

In this way, the Poisson process can be used to evaluate the exact probability of any specific number of derailments (none, single, or multiple cars derailed) as well as the expectation of the event of the expected number of cars derailed along the route, given accident rates and car-miles of hazardous materials traffic. Nevertheless, in hazardous material transportation risk analysis, there is much more interest in the probability of multiple cars being derailed in the same accident. Further development of such probability is necessary to facilitate a particular analysis of the risk involved with multiple-car derailment in the single accident.

### 7.3.2 Comparison of the Numerical Results of the Probability/Frequency Term

It is of interest to understand how the difference in the magnitudes of \(P(A)\) and \(F\) changes under different levels of \(Z, L,\) and \(Q\). To visualize this, I performed a sensitivity analysis to quantify the difference in the estimates obtained from both approaches. Different route lengths were considered with the maximum length of \(L = 5,000\) miles under three different levels of traffic: \(Q = 1, 100,\) and \(500\) carloads. Two levels of accident rate are assumed: \(Z = 300 \times 10^{-9}\)
and $700 \times 10^9$ per car-mile. Figure 7.4 shows the values of $P(A)$ and $F$ for various levels of $Z, L,$ and $Q$. It is evident that $P(A)$ converges to 1.0 as car-miles increase when the probabilistic expression is used. On the other hand, $F$, based on the simplified expression, increases proportionally with the car-mile and eventually exceeds 1.0, clearly illustrating that $F$ is not a probability.

**Figure 7.4: Comparison of Accident Probability vs. Frequency**

(A) $Z = 300 \times 10^9$ and (B) $Z = 700 \times 10^9$
Figure 7.5 shows the percentage difference between $P(A)$ and $F$ for various levels of $Z$, $L$, and $Q$. At $L = 3,000$ miles and $Q = 100$ carloads, the two approaches result in about 5% for $Z = 300 \times 10^{-9}$ (Figure 7.5a) and 10% for $Z = 700 \times 10^{-9}$ (Figure 7.5b), respectively. For a single shipment, the difference in the magnitudes of $P(A)$ and $F$ is less than 0.001 for both levels of $Z$ considered. The difference is very small, so that the lines overlap with the horizontal axis on this graph. Thus, the simplified approach approximates well the probability for $Q = 1$. The difference, however, becomes larger as car-miles increase. For example, $F$ is no longer the probability at $L = 3,000$ miles and $Q = 500$ carloads for $Z = 700 \times 10^{-9}$ (Figure 7.4b).

Figure 7.5: Percentage Difference of Accident Probability vs. Frequency

(A) $Z = 300 \times 10^{-9}$ and (B) $Z = 700 \times 10^{-9}$
The difference between frequency and probability estimates, $\Delta$, can be mathematically expressed as $\Delta = J - 1 + 1/\exp(J)$, where $J = Z \times L \times Q$. The first term, $J$, increases proportionally while the last term decreases exponentially with car-miles. Since hazardous material shipments are usually made within an average distance of about 1,000 miles, and the majority of the routes is of higher track classes in which accident rates do not vary much, the key variable affecting the difference between frequency and probability estimates is traffic level, $Q$. Assuming an average accident rate of $100 \times 10^{-9}$ per car-mile, the difference, $\Delta$, remains modest at 1,000 miles, i.e. only 2.5%.

7.3.3 Comparison of Risk Estimates

In this section, I compare risk estimates based on the two approaches described earlier. In addition, I also illustrate the effect of segmentation on the risk estimate. Route segmentation is the division of route length into several segments to facilitate segment-specific risk analysis. For this analysis, I assumed the risk parameters shown in Table 7.3.

Table 7.3. Parameters considered for comparison of risk estimates.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of Specific Release Scenario, $P(\text{IR}, \text{A})$</td>
<td>1.0 (single scenario)</td>
</tr>
<tr>
<td>Conditional Probability of Release, $P(\text{R</td>
<td>IA})$</td>
</tr>
<tr>
<td>Accident Rate, $Z$</td>
<td>$300 \times 10^{-9}$ cars derailed per car-mile, $700 \times 10^{-9}$ cars derailed per car-mile</td>
</tr>
<tr>
<td>Route Length, $L$</td>
<td>Varies up to 5,000 miles</td>
</tr>
<tr>
<td>Shipments, $Q$</td>
<td>1, 100, and 500 carloads</td>
</tr>
<tr>
<td>Affected Area, $E$</td>
<td>1 square-mile</td>
</tr>
<tr>
<td>Average Population Density, $D$</td>
<td>10 persons per square-mile</td>
</tr>
<tr>
<td>Number of Segments, $n$</td>
<td>5 and 500 segments</td>
</tr>
</tbody>
</table>

Figure 7.6 shows the comparison of the risk estimates made using the different expressions of risk given in Eqs. (7.8) and (7.13) for different levels of $Z$, $L$, $Q$, and $n$. 191
Figure 7.7 shows the magnitude of the difference in the risk estimates. By dividing the route into segments, the difference in the risk estimates from these two approaches is substantially reduced compared to the difference shown in the previous section. The greater the number of segments, the smaller the difference in the risk that is calculated using the probabilistic and simplified approaches for the route considered. At the highest level of \( Z, L, \) and \( Q \), the difference in the risk estimates is less than 10% (Figure 7.7d).

**Figure 7.6:** Comparison of the Risk Estimates Made Using Probabilistic and Simplified Risk Models

- (A) \( Z = 300 \times 10^9, \ n = 5 \)
- (B) \( Z = 700 \times 10^9, \ n = 5 \)
- (C) \( Z = 300 \times 10^9, \ n = 500 \)
- (D) \( Z = 700 \times 10^9, \ n = 500 \)
Figure 7.7: Percent Difference in Risk between Probabilistic and Simplified Risk Models
(A) $Z = 300 \times 10^{-9}$, $n = 5$; (B) $Z = 700 \times 10^{-9}$, $n = 5$; (C) $Z = 300 \times 10^{-9}$, $n = 500$; and (D) $Z = 700 \times 10^{-9}$, $n = 500$

The difference in the risk estimates reduces as $n$ increases because $L$ in Eq. (7.8) becomes smaller, so that the first-order approximation, i.e. Eq. (7.11), is not much different from its original expression in an exponential form in Eq. (7.2). Note that the risk estimates given by the simplified expression do not change with $n$. It is possible to further reduce the difference in the risk estimates by dividing the route into more and shorter segments, thereby increasing $n$. The use of shorter segments may reduce errors in estimating the risk parameters, due to the heterogeneity of the route. However, this will require more time and resources for the risk analysis process.
Previous research on hazardous materials transportation route risk analyses (Kawprasert and Barkan, 2008; 2009a; 2010a) used the FRA national rail network database (BTS, 2007). Route data from these studies indicate that segment lengths in the railroad hazardous materials shipment network vary from 0.005 miles to 28 miles, with an average segment length of 2 miles and a standard deviation of 3 miles. Consequently, a typical hazardous material shipment route 1,000 miles in length comprises over 400 segments.

Using a simulation, the difference between the risk estimates from the probabilistic and simplified approaches is only 3.5% for a 1,000-mile route with $Z = 700 \times 10^{-9}$, $Q = 1,000$, and $n = 400$. Thus, with proper route segmentation, the simplified approach would reduce computation effort while still providing reasonable accuracy.

One potential drawback of using the railroad segments defined in the GIS database is that the segment lengths are not uniform. Consequently, the risk estimate associated with a particular segment varies with the length of that segment. For example, some particular segments may have high risk, not due to a high accident rate or a high population density but due to long length. To account for this, a normalized segment risk (e.g. segment risk per mile) is sometimes considered instead of absolute segment risk (Kawprasert and Barkan, 2009a). According to Gheorghe et al. (2005), “Route segment is a part of a traffic segment, where the risk is expected to change very little (maintain a nearly constant level). Therefore, it should have a length of at least a few hundred meters, yet not exceeding a few kilometers.” It is of interest, yet beyond the scope of this study, to determine an optimal segment length that properly balances the tradeoff between the computational effort and the accuracy of using a uniform segment. This may be a useful subject for future risk analysis and research.

An analytical system may give different risk results for different numbers or lengths of track segment used in the analysis. This is not fundamentally flawed because segment definition also depends on the available information, the desired level of accuracy, resources, and other constraints. While the underlying reality remains the same, the numerical estimate of risk produced by the QRA is still associated with uncertainties for each of the parameters and, thus, reflects a certain degree of belief based on the state of knowledge. The QRA methodology and analytical models discussed here serve as an analysis framework that encourages a consistent approach toward hazardous materials transportation risk analysis.
7.4 Risk Model Based on Expected Frequency of Incident

In the previous sections I showed that the probabilistic risk model produces slightly different risk results compared to those based on frequency when route segmentation is applied. It is possible to eliminate this difference to obtain consistent results for rail hazardous materials transportation risk analysis by quantifying risk as the product of the expected frequency of a release incident and the consequence of the release incident. That is, from Eq. (7.9)

\[ S = \sum_{k=1}^{m} \sum_{i=1}^{n} Y_{ik} C_{ik} \]  

(7.15)

where \( Y_{ik} \) = expected frequency of a release scenario \( k \) on a segment \( i \)

The expected frequency of accidents (derailments) can be computed as follows:

\[ E[t] = \sum_{t; P[t] > 0} t P\{t\} \]  

(7.16)

\[ = \sum_{t; P[t] > 0} t \exp(-ZLQ)(ZLQ)^t \frac{1}{t!} \]

\[ = ZLQ \]

For example, for \( Z = 700 \times 10^{-9}; L = 1,000; Q = 1,000; \) the expected number of derailments equals \( 100 \times 10^{-6} \times 1,000 \times 1,000 = 0.7 \).

The point here is that the difference between the probability and the expected frequency of accidents gets larger as the product of \( Z, L, \) and \( Q \) becomes large. Thus, Eq. (7.16) no longer approximates the probability for higher values of \( Q \). For example, for \( Z = 700 \times 10^{-6} \), the difference between the probability of accident \( P\{t \geq 1\} \) and the expected frequency of accident \( E[t] \) is 1.05%, 3.54%, and 39.05% for 30,000; 100,000; and 1,000,000 car-miles, respectively. To overcome this discrepancy, the risk model for rail hazardous material transportation may be formulated using the expected frequency of a release incident rather than the probability of a release incident. For the probabilistic risk model in Eq. (7.8), both \( P_i \) and \( P_j \) are very small, so that their product is approximately zero. By considering the expected frequency of an accident instead of the probability of an accident, the probabilistic risk model is then rewritten as:

\[ S = \sum_{k=1}^{m} \sum_{i=1}^{n} P(I_i \mid R_i, A_i) Z_i L_i Q_i E_i \]

which is exactly the same as the simplified risk model in Eq. (7.13).
7.5 Discussion

A probabilistic risk model, based on the assumption that accident occurrence follows a Poisson process, is discussed. One of the benefits of using a Poisson distribution to describe the event of a tank car derailment is that the exact probability of any number of derailments (tank cars derailed) along the route can be computed, given the level of traffic and the accident rate. In this study, I show how a simplified risk model is derived from the probabilistic model.

I compare the estimates of accident risk that are made using both models. For a single carload, the difference in the risk estimates from these two models is negligible. The difference becomes larger as the car-miles and the accident rate increase. However, with appropriate route segmentation, the difference in risk estimates from the two approaches can be reduced. The magnitude of reduction depends on the number of divisions (segments), the car-miles and the accident rate considered.

Although the simplified risk model has an advantage in terms of its simplicity, it is important to properly define the corresponding risk component as the frequency and not the probability when analysis is carried out using the simplified approach. Each approach is associated with different interpretations and may give substantially different results under some circumstances, particularly when longer distances or multiple shipments are involved.

7.6 Conclusions

The probabilistic approach enables an estimation of risk for any specific number of derailments along the route, while the simplified risk model has an advantage in terms of its simplicity of computation. The latter still offers acceptable accuracy for a route with a moderate number of car-miles, when proper segmentation is applied, compared to the probabilistic approach that requires more complicated analysis. The simplified model can be made more accurate by the use of more segments along a route, but this makes the analysis more complex and requires intensive data processing and management. Previous studies (Kawprasert and Barkan, 2008; 2009a; 2010a) indicate that the number of segments of hazardous materials transportation rail routes given by a GIS database will often be sufficient so that the difference in risk estimates using both approaches will not be substantial. When the risk model considered is based on the expected frequency of an accident, one should avoid the incorrect usage of the term “probability” in the context that it may be misleading the results due to the differences in both the magnitude and the interpretation of probability versus frequency.
CHAPTER 8

ROUTE RISK COMPARISON TECHNIQUES


8.1 Introduction

In hazardous materials transportation routing decision problems, risk managers may be faced with situations in which the differences in single-point estimates of risk associated with routing alternatives are difficult to distinguish. This is because the differences are relatively small, difficult to observe, or involve various trade-offs. Single-point estimates of risk are the simplest to calculate and present, but these often mask the additional information risk-managers need to address critical questions. At the very least they can complicate or confound risk-based decision-making, and at worst may result in decisions that are inconsistent with the objectives of the decision maker. One alternative for route risk comparison is to consider the distribution of risk levels using risk profiles or F-N curves. These offer a richer measure for risk assessment because they expand the point estimate of the expectation to enable consideration of the entire distribution (Erkut et al., 2007).

Nevertheless, risk profiles also have limitations that prevent one from observing certain changes in route risk in detail and thus do not allow a complete understanding of the differences in risk distribution. For example, it is not easy to compare the risk profiles with one another to justify or rank which alternative represents higher risk because they may have a similar shape but are differ in the details (HSL and HSE, 2009). In certain circumstances, the conventional approaches for route risk comparison based on either single-point estimates of risk or risk profiles would fail to adequately identify differences that are needed for risk management decision-making or would not be able to sufficiently distinguish between the risks associated with two routes.
The objective of this chapter is to address these issues and to discuss several potential techniques for comparison of route risks that may be useful for risk-based decision making regarding routing problems. These new approaches include risk profiles incorporating a point estimate of risk (expected consequence) and statistical methods for risk comparison. The latter offers an enhancement in risk-based decision-making capability for risk managers by providing additional information and confidence in decision-making. In addition, I consider the use of graphical techniques to help visualize changes or differences that might otherwise not be discernable. This approach will be discussed in more detail in Chapter 9.

The statistical methods have the potential to help risk managers quantitatively distinguish among risk management alternatives regarding routing decisions or other risk management alternatives when resources are limited so that the risk analysis could not be completed for the entire route or network. The principal idea of using statistical methods to facilitate a comparison of route risks is to examine whether the risk distribution of alternatives differs significantly from the baseline route risk distribution based on random sample segments rather than analyzing the whole routes. The work is intended to facilitate the consideration of statistically robust methods to formally test the significance of differences between two distributions. There are several possible statistical approaches; each with differing assumptions, advantages and limitations. This study is among the first to consider this aspect of railroad hazardous materials transportation route risk analysis and comparison.

8.2 Comparison of Route Risks Using Risk Profiles and Point Estimates of Risk

The results from quantitative risk analysis (QRA) of hazardous materials transportation route risk analysis nearly always include a single-point estimate of risk, and sometimes also a risk profile or F-N curve. The single-point estimate of risk is a single statistic that is the expected consequence of a hazardous material release for a particular set of transport conditions. It is the direct output of QRA that is easiest to calculate and the simplest to present and, in principle, to understand. Risk profiles are plots of cumulative frequency ($F$) of release incidents that exceed increasing levels of consequence measured by some numerical ($N$) metric of the impacts such as number of fatalities or number of people evacuated (CCPS, 1995; Erkut et al, 2007). Therefore, they basically portray the distribution of release frequency for various possible magnitudes of impact. The conventional approach for route risk comparison is generally based on use of these
two QRA outputs. In this section, I introduce a modified version of a risk profile in which both the distribution and the expected value of the release consequence are incorporated into one single graphic. Then, I elaborate the typical patterns of the risk profiles one may obtain from route risk analyses and discuss some issues regarding the efficiency of risk profiles in communicating route risk analysis results.

### 8.2.1 Risk Profiles Incorporating Expected Consequence

Conventional risk profiles provide the frequency distribution for incidents over a range of possible magnitudes of consequence; however, they do not show the corresponding single-point estimates of route risk. The risk profile incorporating expected consequence (Figure 8.1) enables visual comparison of both the frequency distribution of occurrence and the expected value of consequences in a single graphic. This is useful for route risk comparison, in particular, when two routes are compared. The risk profile incorporating expected consequence simultaneously provides information on the point estimate of risk and the distribution of release outcomes.

![Figure 8.1: Risk Profiles Incorporating Point Estimate of Risk](image_url)

**Figure 8.1: Risk Profiles Incorporating Point Estimate of Risk**
8.2.2 Typical Cases of Route Risk Comparison

In railroad hazardous materials transportation risk analysis, the typical patterns of risk comparison of two (or more) routes often include one of the scenarios described in Table 8.1. To illustrate these graphically, I developed hypothetical risk profiles using the technique described in the previous section (Figure 8.2).

Table 8.1. Typical cases for hazardous materials transportation route risk comparison.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Point Estimate of Risk</th>
<th>Frequency Distribution of Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 8.2a</td>
<td>Point estimate of risk of one route is substantially larger or smaller than that of another route.</td>
<td>The frequency distribution of consequence for one route is substantially higher or smaller than that of another route over the entire range of possible magnitudes of consequence.</td>
</tr>
<tr>
<td>Figure 8.2b</td>
<td>Point estimate of risk of one route is substantially larger or smaller than that of another route.</td>
<td>The frequency distribution of consequence for one route is about the same as that of another route over a lower range of consequence. The difference of the frequency distributions becomes evident at a higher level of consequence.</td>
</tr>
<tr>
<td>Figure 8.2c</td>
<td>Point estimate of risk of one route is apparently larger or smaller than that of another route.</td>
<td>The frequency of distribution of consequence for one route is apparently larger or smaller than that of another route up to a certain magnitude of consequence and vice versa beyond that magnitude.</td>
</tr>
<tr>
<td>Figure 8.2d</td>
<td>The difference in point estimates of risk is marginal and is difficult to discern.</td>
<td>The difference in the frequency of distributions of consequence is marginal and is difficult to discern.</td>
</tr>
</tbody>
</table>

The first scenario (Figure 8.2a) represents the simplest case in risk-based routing decision making because the estimated risks for two routes differ substantially in both their point estimate and the distribution of risk outcomes. In this case, risk managers should generally have little difficulty choosing one route over the other, and either the point estimates or the risk profiles would provide sufficient information.
The second scenario (Figure 8.2b) represents the case in which two routes have approximately the same frequency of release at the lower level of consequence. Beyond a certain magnitude of consequence, the difference in the frequency distributions becomes larger. The point estimates of risk of the two routes are also substantially different; therefore, choosing one route over the other is not difficult. However, unlike the previous case, risk managers may want to observe both the point estimate of risk and the risk profiles to understand more details of how the two routes will differ.
The third scenario (Figure 8.3c) represents a dilemma in routing decision making. One route has a higher frequency of incident in the lower consequence range, and lower in the higher consequence range. In this particular comparison, route \( J \) is the high frequency – low consequence route, while route \( K \) represents the low frequency – high consequence route. The decision to choose one route over the other is more difficult than the previous two cases since this may involve conflicting objectives. For example, a local authority may want to minimize the likelihood of a release event resulting in the highest range of magnitudes of consequence, while a carrier may prefer minimizing the overall frequency of release incidents regardless of its impact. Under this scenario, risk managers may need a decision analysis or other kinds of subjective evaluation tool to help facilitate decision making.

The fourth scenario (Figure 8.2d) involves the situation in which the risk distributions of two alternatives are quite similar. Thus, simple visual analysis of the single point estimate or the risk profile does not enable one to know if the difference in route-specific risks is significant. In such situations, appropriate statistical methods could be used to formally test if the difference between two is significant. This will provide greater confidence in a decision to choose one route over the other.

### 8.2.3 Limitations of Point Estimate of Risk and Risk Profiles

Although point estimates of risk and risk profiles can be used to facilitate risk-based decision-making, their major drawback is that, in many cases, both hide some critical information on how risk is actually distributed along the route. In some cases, this could be a critical issue in risk-based decision-making.

One such special case is where both risk profiles and point estimate of risk would fail to adequately describe the changes in risk distribution along a route. This particular case is the case associated with a shift in location of the distribution (Figure 8.3). In this case, represented by the solid line in Figure 8.3a, risk was concentrated at location X. After some type of change, the risk was shifted to location Z, while the risk at location Y remained the same (dashed line). For this situation, before and after improvements are associated with the same single point estimate of risk and the risk profile (Figure 8.3b).
Since neither point estimates of risk nor risk profiles distinguish the difference in the distributions of risk at particular locations, there is a need for techniques that are able to identify such changes. One technique is a graphical approach that enables visualization of the changes in risk distribution with respect to the locations along the route. This approach will be elaborated in Chapter 9.

An alternative is to use a statistical approach. This may be considered as a formal procedure to determine whether the risks of the two routes are significantly different, when a complete analysis of route-specific risk is not possible. In the following sections, I will discuss the potential of statistical methods to facilitate route risk comparison.

8.3 Statistical Methods for Route Risks Comparison

Statistical methods serve as a tool for risk managers by providing more information regarding the difference in the distributions of route risks. These methods are most useful when resources are limited and a complete analysis of the entire routes is not possible. They enable objective assessment of the confidence in the difference among routes thereby enhancing the quality of decision making. Several techniques are potentially useful for route risk comparison. However, assumptions and objectives of these tests may be different and therefore need to be understood prior to applying them to hazardous materials transportation routing decision problems.
In this study, the statistical methods considered for route risk comparison include: chi-square test for goodness of fit, Kolmogorov-Smirnov two-sample test, Wilcoxon rank-sum test, Kruskal-Wallis test, Wilcoxon signed rank test, and Fisher sign test. It is important to note that these techniques usually provide only numerical indices that help enhance the confidence in the decision making, but do not portray route risk distribution details. For effective risk communication, risk analysts may need to use both statistical test results and appropriate visual techniques (such as risk profiles or other forms of graphical representation). Moreover, each test method often has its own assumptions, advantages and drawbacks. In some situations, two test methods may lead to different conclusion so that one may have to conduct several tests to understand what the most appropriate decision would be.

This study focuses on comparison of median risk and distribution of segment risk based on random sample segments. Future work could investigate other risk parameters such as total route risk, variance of segment risk and statistical techniques that are applicable for the whole route analysis for these additional parameters. Examples include a comparison of expected and variability of risk outcomes (Markowitz, 1987) and stochastic dominance of risk distribution (Yitzhaki, 1982).

8.3.1 Review of Selected Statistical Methods

8.3.1.1 The Tests Based on Chi-square Statistics

A chi-square test is any statistical hypothesis test in which the sampling distribution of the test statistic is a chi-square distribution when the null hypothesis is true, or any in which this is asymptotically true (Snedecor and Cochran, 1989). The chi-square test of goodness of fit can be used quantitatively to assess the discrepancies between observed and expected frequencies. The null hypothesis of the chi-square test is that the observations are randomly drawn from a specified theoretical distribution.

There are general rules regarding proper use of the chi-square test. According to Cochran (1954), “no expected frequency should be less than one for each class considered. Two expected frequencies may be near one provided that most of the other expected frequencies are greater than five. Classes with expected frequencies below one should be combined, and the number of
classes to be used is that after the combinations have been made”. For the validity of the test results, the data to be tested should conform to these rules.

It is important to note the typical errors in using the chi-square test. According to Lewis and Burke (1949), these errors include: “lack of independence among the single events, small theoretical frequencies, neglect of frequencies of non-occurrence, failure to equalize the sum of the observed frequencies and the sum of the theoretical frequencies, and use of non-frequency data”. These need to be carefully reviewed to minimize the errors or inaccuracies that may invalidate the test results.

One of the major advantages of the chi-square test is that it can be used with either a continuous or discrete theoretical distribution. Therefore, it is applicable to the probabilistic risk model based on the discrete probability distribution, i.e. Poisson distribution, described in the previous chapter. Nevertheless, the chi-square test has some drawbacks. According to Law and Kelton (2000), the chi-square test in general can be considered as a formal comparison of observed histogram data versus the probability mass function of the hypothesized distribution. This technique requires the data to be grouped into classes so information on the distribution within classes is ignored by the test. The process of specifying an appropriate interval for class can be troublesome, and it is difficult to determine appropriate values for width of the class, and, consequently, the number of classes to be used. A technique to determine the number of classes is available for continuous hypothesized distributions but not for discrete case (Williams, Jr., 1950). Thus, the width of class chosen may possibly affect the results.

The chi-square test for goodness of fit requires the same total number of observed and expected frequencies, and is generally considered less powerful than the tests that are based on the empirical distribution function (EDF) such as Kolmogorov-Smirnov test (Moore, 1986). Example of a use of the chi-square test in rail safety is the work of Dick (2001), who used it in a screening level analysis of the parameters affecting rail service failures.
8.3.1.2 Tests Based on Empirical Distribution Function Statistics

The test statistics based on the empirical distribution function (EDF) are generally more powerful than the Pearson chi-square statistic (Massey, Jr. 1951; Steele and Chaseling, 2006). The EDF is a step function calculated from the sample that estimates the population distribution function (Stephens, 1986) and a well-known example is the Kolmogorov-Smirnov (K-S) test (Kolmogorov, 1933; Smirnov, 1939; Massey, Jr. 1951). This test compares an empirical distribution function with a hypothesized distribution function. Unlike the chi-square test, the K-S test does not require data grouping so no information is lost. It also eliminates the problem of interval specification and is valid for any sample size (Law and Kelton, 2000). The K-S test is based on the assumptions that a sample is random. If the hypothesized distribution function is continuous then the test is exact, otherwise it is conservative (Conover, 1971).

The drawback of the K-S test is that it assigns the same weight to differences from anywhere in the distributions of the empirical function and the hypothesized function (Law and Kelton, 2000). Therefore, it tends to be more sensitive near the center of the distribution. In the case in which two distributions differ primarily in the tails, the Anderson-Darling (A-D) test (Anderson and Darling, 1952; 1954) may be preferable (NIST/SEMATECH, 2003). Similar to the K-S test, the A-D test also assumes a continuous hypothesized distribution. However, the A-D test is applicable only for a few specific continuous distributions (NIST/SEMATECH, 2003) thus it is not considered in this study.

8.3.1.3 Nonparametric Tests

According to Hollander and Wolfe (1999), nonparametric statistical methods are preferred alternatives for data analysis because they do not require restrictive distributional assumptions about the underlying populations from which the data are drawn. Moreover, nonparametric methods are often incorporated in modern statistical packages so that computations can be readily performed.

In this chapter, I provide discussion and illustrations of the following nonparametric tests: Wilcoxon rank-sum or Mann-Whitney U test (Wilcoxon, 1945; Mann and Whitney, 1947), Kruskal-Wallis test (Kruskal and Wallis, 1952), Wilcoxon signed rank test, and Fisher sign test.
The important assumptions of the Wilcoxon rank-sum test are 1) the two samples being compared are mutually independent, 2) the observations in these two samples are independent and identically distributed, and 3) the samples are random samples from continuous populations. The null hypothesis tests whether the two samples have the same probability distribution, and the alternative hypothesis tests whether one sample tends to be larger or smaller than another (Hollander and Wolfe, 1999).

The Kruskal-Wallis test focuses on comparing the relative locations (medians) of three or more populations. The basic assumptions of the test are the same as that of the Wilcoxon rank-sum test. The null hypothesis is that there are no differences among the treatment effects, i.e. the underlying distributions being compared are the same. The alternative hypothesis tests if at least two of the treatment effects are not equal.

The signed rank test and the sign test are applicable for one-sample data or the data with paired replicates that represent pre-treatment and post-treatment observations. Both tests examine if there is a significant shift in location of the distribution due to the treatment (Hollander and Wolfe, 1999).

In general, these non-parametric statistical methods based on ranks offer the advantage of both simplicity and power (Lehmann, 2006). In the next sections, I consider a case study to illustrate the afore-mentioned statistical techniques. I will also provide the formulae for test procedures and graphical illustrations of the hypothesis to be tested as appropriate. The statistical analysis software, SAS 9.1 (SAS, 2003) was used for most of the statistical tests considered.

8.3.2 Illustrations of the Statistical Methods for Route Risk Comparison

8.3.2.1 Case Study for Statistical Comparison of Route Risks

To illustrate an application of statistical methods considered, I consider a hypothetical set of 200 segments representing random sample segments from two different routes as part of a particular transportation network. In actual application, segments may be randomly selected from each route to be compared. This can be done in a spreadsheet by dividing the route into segments with unique identification (ID). The number of segments in the route depends on how the route is segmented, i.e. using a smaller or a larger number of segments according to the granularity of the
route risk analysis. To avoid bias due to variation of segment lengths, segment risk to be compared may be normalized by segment length, or one may consider using uniform segment length in route segmentation for better results. The number of samples may depend on the total number of segments in the route, percent confidence interval and desired accuracy. Various sampling techniques can be considered for choosing appropriate number of sample segments. Generally, the number of samples is a function of Z-value, percentage picking a choice, and confidence interval. One may use an online sample size calculator. For this analysis, I consult the table provided by California Department of Resources Recycling and Recovery (2010), which suggests the number of samples for a given population size. Accordingly, a sample of 200 segments from a typical route of 1,000 miles having about 500 segments in total would be sufficient. To randomly choose segments, a random number is assigned to each individual segment ID and sorting data by random numbers. The first 200 segments are then selected. Table 8.2 and Figure 8.4 show the characteristics and risk profiles of the two samples representing two different routes.

Table 8.2. Characteristics of the sample segments.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Number of Samples</td>
<td>200 segments</td>
</tr>
<tr>
<td>Total Length</td>
<td>489 miles</td>
</tr>
<tr>
<td>Average Segment Length</td>
<td>2.4 miles</td>
</tr>
<tr>
<td>Annual Carload</td>
<td>1 carload</td>
</tr>
<tr>
<td>Total Annual Risk</td>
<td>0.0033 persons</td>
</tr>
<tr>
<td>Maximum Number of Persons Affected</td>
<td>3,054 persons</td>
</tr>
<tr>
<td>Total Population Potentially Exposed</td>
<td>161,690 persons</td>
</tr>
</tbody>
</table>
8.3.2.2 Tests for Independence

Many statistical tests often require that two assumptions be satisfied: 1) the independence of each individual observation within the same group, and 2) the independence of samples between the two groups to be compared. These are applicable to route risk comparison in which the segment risks being compared must not be correlated data, either within or across the groups. In the previous chapter, I described how the Poisson process assumes that events occurring in non-overlapping intervals are independent of one another. Nevertheless, there could be some shared contributing risk factors among route segments to be compared. For example, the two samples may come from different parts of the same railroads, with the same maintenance standards or operator training, or each individual sample in the same group comes from the segments located near each other on the same route with similar maintenance standards, geography and/or traffic volume. Therefore, to maximize the degree of independence, sample segments could be randomly selected along the route or across the network to minimize correlations. In addition, a formal procedure could be carried out to test whether the data sets are free of autocorrelation. In this section, I discuss several tests that may be considered for detecting non-randomness in sample data to ensure independence prior to conducting other statistical tests.
One of the tests applicable for detecting a randomness of the data set is the Wald–Wolfowitz runs test (Wald and Wolfowitz, 1940). However, it is more appropriate for large samples (Knuth, 1998; Law and Kelton, 2000). For the case study here, I first examine the lag plot and autocorrelation plot (NIST/SEMATECH, 2003), then I perform a formal test for autocorrelation to detect randomness within each data set. To test for independence of the data across the two groups (i.e. each pair of segment risks from the two samples), I use the distribution-free tests for independence: Spearman’s rank correlation (Spearman, 1904) and Kendall’s tau rank correlation (Kendall, 1938; 1948).

**Lag Plot**
The lag plots of segment risk are shown in Figure 8.5. There are a few extreme risk values due to variation of segment lengths in the data set (Figures 8.5a and 8.5c). The lower risk segments are exaggerated in Figures 8.5b and 8.5d.

**Autocorrelation Plot and Test for White Noise**
The autocorrelation plot indicates the degree of correlation with past values of the series as a function of the number of periods in the past (i.e., the lag) at which the correlation is computed. The test for white noise is “an approximate statistical test of the hypothesis that none of the autocorrelations of the series up to a given lag are significantly different from zero” (SAS, 2003). In addition to lag plots, I conducted a formal test for autocorrelation using the SAS ARIMA Procedure. Outputs for various lags for one sample are shown in Table 8.3, which comprises two parts. The first part is the autocorrelation plot, and the second part is the test for white noise (randomness). The autocorrelation plot in Table 8.3 shows how values of the series are correlated with past values of the series. The asterisks show the correlation values graphically, and the dot indicates two standard errors.
Figure 8.5: Lag Plots of Absolute Segment Risk Using Lag of 1
(A) Sample A (All Segments), (B) Sample A (Focus on Segment Risk of 0.000005 or Less),
(C) Sample B (All Segments), and (D) Sample B (Focus on Segment Risk of 0.000005 or Less)

The lag plots do not indicate a serious pattern of autocorrelation. However, use of
different metrics (e.g. normalized or absolute value) may lead to different results. Table 8.3 is an
alternative test for autocorrelation. By observing the value of autocorrelations in the first part of
the table, there is a mild pattern that the autocorrelations tend to be positive at low lags and
slightly negative at high lags but the magnitude of autocorrelations is very small. The $p$-values
corresponding to various lags show that the autocorrelations are not significant except those up
to lag 6 in which $p$-value is 0.01. Presence of mild autocorrelations at certain lag indicates that
the data set may not be perfect, however, it will be used to illustrate the statistical tests.
Table 8.3. SAS output showing the results of the test for autocorrelations.

The SAS System 13:20 Tuesday, October 6, 2009

The ARIMA Procedure

Name of Variable = RISKA
Mean of Working Series  0.000017
Standard Deviation    0.000066
Number of Observations 200

<table>
<thead>
<tr>
<th>Lag</th>
<th>Covariance</th>
<th>Correlation</th>
<th>Std Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.29303E-9</td>
<td>1.00000</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2.0577E-10</td>
<td>0.04793</td>
<td>0.070711</td>
</tr>
<tr>
<td>2</td>
<td>9.8832E-11</td>
<td>0.02302</td>
<td>0.070873</td>
</tr>
<tr>
<td>3</td>
<td>1.19798E-9</td>
<td>0.00743</td>
<td>0.070910</td>
</tr>
<tr>
<td>4</td>
<td>3.1891E-11</td>
<td>0.00926</td>
<td>0.070907</td>
</tr>
<tr>
<td>5</td>
<td>3.9769E-11</td>
<td>0.02966</td>
<td>0.070913</td>
</tr>
<tr>
<td>6</td>
<td>1.2732E-10</td>
<td>0.02966</td>
<td>0.072613</td>
</tr>
<tr>
<td>7</td>
<td>6.7586E-11</td>
<td>0.01574</td>
<td>0.072670</td>
</tr>
<tr>
<td>8</td>
<td>1.5457E-10</td>
<td>0.03601</td>
<td>0.072678</td>
</tr>
<tr>
<td>9</td>
<td>3.5226E-10</td>
<td>0.08205</td>
<td>0.073672</td>
</tr>
<tr>
<td>10</td>
<td>-4.421E-11</td>
<td>-0.01030</td>
<td>0.076811</td>
</tr>
<tr>
<td>11</td>
<td>-2.453E-11</td>
<td>-0.00571</td>
<td>0.076818</td>
</tr>
<tr>
<td>12</td>
<td>-2.714E-11</td>
<td>-0.00632</td>
<td>0.076820</td>
</tr>
<tr>
<td>13</td>
<td>-9.175E-11</td>
<td>-0.02137</td>
<td>0.076823</td>
</tr>
<tr>
<td>14</td>
<td>-4.144E-11</td>
<td>-0.00965</td>
<td>0.076853</td>
</tr>
<tr>
<td>15</td>
<td>-1.329E-11</td>
<td>-0.0310</td>
<td>0.076859</td>
</tr>
<tr>
<td>16</td>
<td>5.044E-11</td>
<td>-0.01175</td>
<td>0.076859</td>
</tr>
<tr>
<td>17</td>
<td>-2.544E-11</td>
<td>-0.02107</td>
<td>0.076868</td>
</tr>
<tr>
<td>18</td>
<td>-1.081E-10</td>
<td>-0.2519</td>
<td>0.076879</td>
</tr>
<tr>
<td>19</td>
<td>8.3522E-11</td>
<td>0.01946</td>
<td>0.076938</td>
</tr>
<tr>
<td>20</td>
<td>-5.732E-11</td>
<td>-0.01333</td>
<td>0.076963</td>
</tr>
<tr>
<td>21</td>
<td>-7.054E-11</td>
<td>-0.01643</td>
<td>0.076974</td>
</tr>
<tr>
<td>22</td>
<td>-1.052E-10</td>
<td>-0.2449</td>
<td>0.076992</td>
</tr>
<tr>
<td>23</td>
<td>-1.286E-10</td>
<td>-0.2996</td>
<td>0.077031</td>
</tr>
<tr>
<td>24</td>
<td>-1.077E-10</td>
<td>-0.2508</td>
<td>0.077089</td>
</tr>
</tbody>
</table>

"." marks two standard errors

The next step is to examine if there is a correlation across the two groups of segment risk data to be compared. The objective is to determine whether the observation pairs between the two groups are mutually independent and identically distributed. Accordingly, I conducted a test for independence using Spearman’s and Kendall’s tau rank correlation, using the SAS CORR.
Procedure. The results (Table 8.4) show small values of correlation coefficients with the $p$-values above 0.3. Thus, the results indicate no evidence of correlation between segment risks from samples $A$ and $B$.

Table 8.4. SAS output showing the results of the test for independence.

<table>
<thead>
<tr>
<th></th>
<th>SEGMENTRISK_SAMPLEA</th>
<th>SEGMENTRISK_SAMPLEB</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEGMENTRISK_SAMPLEA</td>
<td>1.00000</td>
<td>0.07145</td>
</tr>
<tr>
<td></td>
<td>0.3147</td>
<td></td>
</tr>
<tr>
<td>SEGMENTRISK_SAMPLEB</td>
<td>0.07145</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td>0.3147</td>
<td></td>
</tr>
</tbody>
</table>

8.3.2.3 Comparison of Risk Distributions Using Chi-square Test for a Goodness of Fit

The idea of route risk comparison is to determine whether there is a significant difference in the distributions of risks of the two (or more) routes. One potential method is to use the chi-square test for a goodness of fit. This may be useful in the case where the observed difference in the point estimates of risk is not apparent and the risk manager wishes to take an initial step to investigate if there is a statistical difference in the risk distributions before further examination of the distributions in detail.

First, I assumed one route as a baseline, with a hypothesized distribution of risk, and then conducted a test to determine whether the risk distribution of the alternative route significantly differs from the hypothesized risk distribution. In this case, the sample with a higher point estimate of risk (i.e. sample B) is chosen to represent the baseline route. In actual application, the selection of baseline route may reflect the objective of comparison. For example, the baseline route may represent the route being used for shipments, and the alternate route may be the different one to avoid highly populated areas. This is to facilitate understanding of the effects...
when the baseline represents the status quo and the alternative reflects risk reduction option under consideration. However, the test results will have the same $p$-value with any case as the baseline.

The chi-square test requires that the data be grouped into classes. Therefore, I constructed a frequency table showing the distribution of the number of segment counts over different classes of magnitude of segment risk for the baseline route. To ensure that the frequency distribution in each class conforms to the practical rules mentioned earlier, I used the SAS FREQ Procedure to sort the segment risks in ascending order and determine the cumulative frequency (Table 8.5). Then, I chose the risk levels corresponding to the cumulative percent of: 5%, 25%, 50%, 75%, 95%, and 100% as the upper levels for each class (Table 8.6). In this way, I could ensure that the frequency in each class conforms to the rules (i.e. no expected frequency of less than five in each class).

Table 8.5. Partial frequency table of the baseline segment risk data.

<table>
<thead>
<tr>
<th>SEGMENTRISK SAMPLEB</th>
<th>Frequency</th>
<th>Percent</th>
<th>Cumulative Frequency</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.65E-8</td>
<td>1</td>
<td>0.50</td>
<td>1</td>
<td>0.50</td>
</tr>
<tr>
<td>6.68E-8</td>
<td>1</td>
<td>0.50</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>8.23E-8</td>
<td>1</td>
<td>0.50</td>
<td>3</td>
<td>1.50</td>
</tr>
<tr>
<td>9.08E-8</td>
<td>1</td>
<td>0.50</td>
<td>4</td>
<td>2.00</td>
</tr>
<tr>
<td>1.048E-7</td>
<td>1</td>
<td>0.50</td>
<td>5</td>
<td>2.50</td>
</tr>
<tr>
<td>1.135E-7</td>
<td>1</td>
<td>0.50</td>
<td>6</td>
<td>3.00</td>
</tr>
<tr>
<td>1.22E-7</td>
<td>1</td>
<td>0.50</td>
<td>7</td>
<td>3.50</td>
</tr>
<tr>
<td>1.394E-7</td>
<td>1</td>
<td>0.50</td>
<td>8</td>
<td>4.00</td>
</tr>
<tr>
<td>1.948E-7</td>
<td>1</td>
<td>0.50</td>
<td>9</td>
<td>4.50</td>
</tr>
<tr>
<td>1.978E-7</td>
<td>1</td>
<td>0.50</td>
<td>10</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Figure 8.6 shows the histograms of the distributions of the segment risk to be compared. The final step is to perform the chi-square test. I used the percentages in column 5 of Table 8.6 as the test percentages representing the hypothesized distribution, and used the SAS FREQ
Procedure to compute the test statistic $X^2$ (Table 8.7), which equals 32.66 with 5 degrees of freedom. The probability of chi-square greater than the calculated $X^2$ is less than 0.0001. The critical value of chi-square with 5 degree of freedom at 0.05-level ($\chi^2_{0.05,5}$) is 11.07. Therefore, the null hypothesis is rejected, and it can be concluded that the risk distributions of the two samples are different at the 0.05-level.

Table 8.6. Classification of segment risks of the baseline route.

<table>
<thead>
<tr>
<th>Class</th>
<th>Baseline Segment Risk (Persons Affected per Year)</th>
<th>Frequency (Segments)</th>
<th>Cumulative Frequency</th>
<th>Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 – 1.98x10^{-7}</td>
<td>10</td>
<td>10</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td>2</td>
<td>1.98x10^{-7} – 1.25x10^{-6}</td>
<td>40</td>
<td>50</td>
<td>20%</td>
<td>25%</td>
</tr>
<tr>
<td>3</td>
<td>1.25x10^{-6} – 4.17x10^{-6}</td>
<td>50</td>
<td>100</td>
<td>25%</td>
<td>50%</td>
</tr>
<tr>
<td>4</td>
<td>4.17x10^{-6} – 1.57x10^{-5}</td>
<td>50</td>
<td>150</td>
<td>25%</td>
<td>75%</td>
</tr>
<tr>
<td>5</td>
<td>1.57x10^{-5} – 1.70x10^{-4}</td>
<td>40</td>
<td>190</td>
<td>20%</td>
<td>95%</td>
</tr>
<tr>
<td>6</td>
<td>1.70x10^{-4} – 1.07x10^{-3}</td>
<td>10</td>
<td>200</td>
<td>5%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Figure 8.6: Histograms of Segment Risk to be Compared
Table 8.7. SAS output showing the results of the chi-square test.

<table>
<thead>
<tr>
<th>SAMPLEA_RISKCLASS</th>
<th>Frequency</th>
<th>Percent</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24</td>
<td>12.00</td>
<td>5.00</td>
</tr>
<tr>
<td>2</td>
<td>46</td>
<td>23.00</td>
<td>20.00</td>
</tr>
<tr>
<td>3</td>
<td>38</td>
<td>19.00</td>
<td>25.00</td>
</tr>
<tr>
<td>4</td>
<td>58</td>
<td>29.00</td>
<td>25.00</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>16.00</td>
<td>20.00</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1.00</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Chi-Square Test  for Specified Proportions

| Chi-Square | 32.6600 |
| DF         | 5       |
| Pr > ChiSq | <.0001  |

Sample Size = 200

According to Law and Kelton (2000), one of the major weaknesses of the chi-square test is that information regarding the distribution within classes is lost and thus the test may not properly evaluate the differences in case of a relocation of the distribution (Figure 8.3). Furthermore, the widths of classes chosen may possibly affect the test results. The test requires the same total number of observed and expected frequencies, and it is generally considered less powerful than the tests based on an empirical distribution function (EDF).

8.3.2.4 Comparison of Risk Distributions Using Wilcoxon Rank-sum Test

According to Hollander and Wolfe (1999), the Wilcoxon rank-sum test (aka Mann–Whitney U test) is a non-parametric test for assessing whether two independent samples of observations come from the same distribution. The null hypothesis of the test is that the two samples are drawn from a single population and, therefore, have the same probability distribution but that the common distribution is not specified. The alternative hypothesis is that one population group tends to be larger or smaller than another. In other words, two population groups are the same except that one is shifted by the amount $\Delta$, which is called the location shift or the treatment effect. Figure 8.7 (Wild and Seber, 2000), illustrates the test hypotheses for Wilcoxon rank-sum test.
Figure 8.7: Illustration of Wilcoxon Rank-sum Test Hypotheses

(A) $H_0$: $X = Y$, vs. (B) $H_a$: $Y > X$

The Wilcoxon rank-sum test assumes that: the two samples under investigation are independent of each other, the observations within each sample are independent, and the observations are comparable. Its advantage is that the method is applicable for arbitrary sample sizes. In this section, I illustrate an application of Wilcoxon rank-sum test to determine if the median segment risks of the two samples significantly differ from one another (Figure 8.8). The null hypothesis is that the medians of the distributions of segment risks of samples A and B are the same, and the alternative hypothesis is that the median risk for B (baseline route) is higher.

Figure 8.8: Distribution of Segment Risks to be Compared
I conduct the test using the SAS NPAR1WAY Procedure. SAS output (Table 8.8) indicates the \( p \)-value of 0.0087 (one-sided). Therefore, the null hypothesis is rejected. That is, the baseline segment risks tend to be larger.

**Table 8.8.** SAS output showing the results of Wilcoxon rank-sum test.

![SAS output showing the results of Wilcoxon rank-sum test.](image)

The Wilcoxon rank-sum test focuses on detecting the change in the location of the distributions but other differences between the two populations are still possible. For example, the two distributions may have the same general form but different shape or scale parameters as illustrated in Figure 8.9 (Hollander and Wolfe, 1999).

![Probability Distributions with the Same General Form and Equal Medians but Different Scale](image)

**8.3.2.5 Comparison of Risk Distributions Using Kolmogorov-Smirnov Two-sample Test**

The Wilcoxon rank-sum test focuses on detecting the change in the location of the distributions but other differences between the two populations are still possible. For example, the two distributions may have the same general form but different shape or scale parameters as illustrated in Figure 8.9 (Hollander and Wolfe, 1999).
Therefore, instead of testing whether two distributions are different in location, a broader test would consider any general differences including both location and shape of the distributions. One nonparametric test for detecting such general differences in two populations is the Kolmogorov-Smirnov (K-S) test (Kolmogorov, 1933; Smirnov, 1939).

According to Hollander and Wolfe (1999), the K-S test assumes that the observations in each group are a random sample from a continuous distribution, i.e. the observations are mutually independent and identically distributed within each group. It also assumes the independence between the two groups. These assumptions are similar to those required by the Wilcoxon rank-sum test described earlier. The objective of the test is to consider the null hypothesis, $H_0$, that the two probability distributions are the same versus the alternative hypothesis, $H_a$, that there are any differences between the two distributions.

First, I created a cumulative distribution plot of segment risks of the two groups to be compared (Figure 8.10). The cumulative distribution plot portrays the cumulative distribution function (CDF) (also referred to as the empirical distribution function or EDF). The plot in non-logarithmic scale (Figure 8.10a) indicates that the segment risk data are not normally distributed. The nonparametric methods discussed are applicable to this kind of data provided that their assumptions are met.

![Figure 8.10: Cumulative Distribution Function of Segment Risks with Horizontal Axis in (A) Equal Intervals and (B) Logarithmic Scale](image_url)
A logarithmic scale is applied to the horizontal axis to better visualize the differences between the two CDFs (Figure 8.10b). The plot shows that the cumulative percentage of segment risk data of sample B (baseline route) is generally less than that of sample A for most of the values of segment risk. At the same cumulative percentage, the segment risk of the sample B tends to be higher.

The K-S test considers the maximum vertical deviation between the two CDFs as the statistic and tests whether the two probability distributions are identical, or there are any possible differences between them.

To illustrate the K-S test for route risk comparison, I use the SAS NPAR1WAY Procedure to compute the two-sided two-sample Kolmogorov-Smirnov statistic. The test statistic obtained from SAS is based on large-sample approximation. Hollander and Wolfe (1999) suggested that the smallest significance level at which to reject $H_0$ is 0.0551 under large-sample approximation.

From Table 8.9, the asymptotic $p$-value for the K-S test is 0.142, which does not favor rejection of the null hypothesis at 0.05-level. Thus, the apparent differences between the distributions of segment risks for the two samples are not statistically significant.

Table 8.9. SAS output showing the results of Kolmogorov-Smirnov test of general differences in the distributions of segment risk.

<table>
<thead>
<tr>
<th>Sample_</th>
<th>N</th>
<th>EDF at Maximum</th>
<th>Deviation from Mean at Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>200</td>
<td>0.32500</td>
<td>0.813173</td>
</tr>
<tr>
<td>B</td>
<td>200</td>
<td>0.21000</td>
<td>-0.813173</td>
</tr>
<tr>
<td>Total</td>
<td>400</td>
<td>0.26750</td>
<td></td>
</tr>
</tbody>
</table>

Maximum Deviation Occurred at Observation 36

Value of SegmentRisk_ at Maximum = 1.15E-6

Kolmogorov-Smirnov Two-Sample Test (Asymptotic)

KS    0.057500    D     0.115000

KSa 1.1500000  Pr > KSa 0.1420
The results of the K-S test give a different conclusion than that using the Wilcoxon rank-sum test. It is important to note the issues regarding the efficiency of the two-sample K-S test. According to Hollander and Wolfe (1999), the power of the test against specific subclasses of alternatives such as location shifts or differences in dispersions is sacrificed to guard against all possible differences between the distributions. For certain distributions, the K-S test has the highest rates of committing type-II error, i.e. the test may fail to detect a difference when there is one. Thus, the power of K-S test is less than Wilcoxon rank-sum test when sample sizes are equal. The latter still performs well for long-tailed samples or samples with outliers.

Depending on the objective of the test, the K-S test is more likely to be valid in case one wishes to test the general differences in both location and shape of risk distributions that may be more useful for route risk comparison. However, the Wilcoxon Rank-sum test is a more powerful test for detecting the difference in only location of risk distribution (i.e. comparing median risk). In addition, it is suitable for non-normal data or the case in which the underlying distribution is unknown (Chen and Xie, 2007).

### 8.3.3 Comparison of Multiple Routes

In the previous sections, I discussed the statistical techniques applicable for a comparison of two routes. For multiple alternatives of three or more routes, the test must be capable of handling multiple comparisons of route risk distributions. This section deals with a comparison of multiple route risks and describes potential statistical tests.

#### 8.3.3.1 Comparison of Multiple Risk Distributions Using Kruskal-Wallis Test

The distribution-free, Kruskal-Wallis test for general alternatives (Kruskal and Wallis, 1952) is a non-parametric test of equality of population medians among groups and is an extension of the Wilcoxon rank-sum test for three or more groups. The test assumes an identically-shaped and scaled distribution for each group, except for any difference in medians.

As explained by Hollander and Wolfe (1999), the null hypothesis of the Kruskal-Wallis test is that there is no difference in locations (medians) among the groups in which one of them represents a control population. The alternative hypothesis is that at least one of the other groups are different from this control group. The test is based on the same assumptions as described
earlier. That is, the samples in each group under investigation are a random sample from a continuous distribution, and the random variables within each group are mutually independent.

To illustrate the test method, I considered another route alternative in addition to those in the previous case study. Another random sample of 200 segments is drawn to represent the third alternate route. The route characteristics and the risk profiles are shown in Table 8.10 and Figure 8.11, respectively.

Table 8.10. Sample segments for multiple-route risk comparison.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Total Length</td>
<td>489 miles</td>
</tr>
<tr>
<td>Number of Segments</td>
<td>200 segments</td>
</tr>
<tr>
<td>Average Segment Length</td>
<td>2.4 miles</td>
</tr>
<tr>
<td>Annual Carload</td>
<td>1 carload</td>
</tr>
<tr>
<td>Total Annual Risk</td>
<td>0.0033 persons</td>
</tr>
<tr>
<td>Maximum No. of Persons Affected</td>
<td>3,054 persons</td>
</tr>
<tr>
<td>Total Population Potentially Exposed</td>
<td>161,690 persons</td>
</tr>
</tbody>
</table>

Figure 8.11: Risk Profiles (F-N Curves) for Multiple-route Comparison
To test for the difference in median segment risks, I used the SAS NPAR1WAY Procedure. An asymptotic chi-square distribution with 2 degrees of freedom from the test is 28.179 (Table 8.11).

Table 8.11. SAS output showing the results of Kruskal-Wallis test.

<table>
<thead>
<tr>
<th>Group (Class)</th>
<th>N</th>
<th>Sum of Scores</th>
<th>Expected Under H0</th>
<th>Std Dev Under H0</th>
<th>Mean Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (A)</td>
<td>200</td>
<td>60708.0</td>
<td>60100.0</td>
<td>2001.66550</td>
<td>303.5400</td>
</tr>
<tr>
<td>2 (B)</td>
<td>200</td>
<td>68983.0</td>
<td>60100.0</td>
<td>2001.66550</td>
<td>344.9150</td>
</tr>
<tr>
<td>3 (C)</td>
<td>200</td>
<td>50609.0</td>
<td>60100.0</td>
<td>2001.66550</td>
<td>253.0450</td>
</tr>
</tbody>
</table>

Average scores were used for ties.

Kruskal-Wallis Test

Chi-Square 28.1791
DF 2
Pr > Chi-Square <.0001

The p-value is less than 0.0001, thus there is a significant difference in segment risks of at least two routes under this comparison.

Although this technique is applicable for a comparison of more than two routes, it only tests whether there is a difference among the groups but does not indicate which one is different from which. Therefore, its utility on risk-based decision making regarding route selection is still limited.

There are some other tests that may better suit the multiple-route comparison. For example, Fligner (1985) developed a pair-wise ranking test procedure analogue of the Kruskal-Wallis statistic (see Hollander and Wolfe, 1999). In particular, the Dwass, Steel, Critchlow-Fligner two-sided multiple comparisons based on pair-wise rankings can accommodate a decision on individual differences between pairs of population groups in comparison. These pair-wise multiple comparisons are not included in this study and could be explored further to obtain a better understanding regarding statistical methods that would be most useful to the risk-based decision making in addition to the techniques presented in this chapter.
8.4 Statistical Methods to Assess the Effectiveness of Risk Reduction Measures

Risk managers may wish to evaluate the effectiveness of safety improvement measures applied to a particular route; for example, whether track infrastructure improvement results in a significant reduction in route risk. Previously, I discussed various statistical techniques for a comparison of two or more routes. This particular case of evaluating the changes in risk associated with one single route (or network) requires tests that can handle the paired replicates data. Accordingly, the baseline represents the route without any improvements, and the alternative is the same route but with application of certain risk reduction measures. Thus, the comparison involves two data sets: pre-treatment observations and post-treatment observations. The objective of the test is to detect the shift in location of a population (i.e., segment risks) due to the application of the treatments (i.e., risk reduction measure).

In this section, I will consider the paired replicates analyses based on signed ranks (Wilcoxon signed rank test) and that based on signs (Fisher sign test). Both are analogous to the paired \( t \)-test, but these are non-parametric tests so that they are applicable for the case that the distribution of differences between paired replicates is not normal.

8.4.1 Wilcoxon Signed Rank Test

According to Hollander and Wolfe (1999), the Wilcoxon signed rank test assumes the differences of each individual paired observation are mutually independent. The test also assumes that these differences come from a continuous population that is symmetric about the common median, \( \theta \), referred to as the treatment effect. The test, however, does not require that individual observations are independent of each other. The null hypothesis, \( H_0 \), asserts that there are zero shifts in location due to treatment \( (\theta=0) \). The alternative hypothesis, \( H_a \), for the two-sided test is that the treatment effect is not zero \( (\theta \neq 0) \).

8.4.2 Fisher Sign Test

The Fisher sign test requires the same assumptions as those of the signed rank test except that the symmetry assumption on the differences between paired observations is relaxed. While the requirement of the Fisher sign test is less stringent, the statistical power may be less than that of the paired-sample \( t \)-test and Wilcoxon signed-rank test.
8.4.3 Tests for Effectiveness of Track Infrastructure Improvement

To illustrate the test methods described, I consider upgrading track segments along a route, accounting for 25 percent of the total route length. In this upgrade, class-3 track segments are upgraded to class 4. An average-speed CPR corresponding to the tank car considered is used. The risk of baseline sample segments before upgrade is 0.0016 persons affected per year and that after upgrade is 0.0014, a 12 percent reduction (Figure 8.12).

I use SAS UNIVARIATE Procedure to conduct sign and signed rank tests whether the median segment risk after upgrade significantly differs from that before upgrade. The results of sign and signed rank tests (Table 8.12) indicate that the difference is significant at the 0.05-level with \( p \)-value of less than 0.0001.

![Sample Segment Risk Before Upgrade and After Upgrade](chart.png)

**Figure 8.12: Effect of Track Infrastructure Improvement on Risk**
Table 8.12. SAS output showing the results of sign and signed rank tests.

Risk managers may wish to know a minimum level of investment in infrastructure upgrade that will result in a significantly reduction in route risk. A sensitivity analysis may be conducted using similar procedures to address this question.

There are a few issues involved with the tests presented in this section. First, the tests account for the signed ranks or the ranks of the differences in segment risk before and after improvement. The magnitudes of the differences determine those ranks but only small changes in magnitudes may not affect the rankings. Second, the segments that are not to be upgraded are excluded by the test procedure since they produce no differences. Therefore, it is likely that the tests may find no significant difference even though route lengths, track class considered for upgrade, or upgrade locations differ from the problem illustrated herein. In other words, if two routes are very similar and there are several zero differences as observations, these will contribute to the test of whether the two routes have difference segment medians, resulting in no significance difference. Thus, segment medians may not be the best parameter to test. A future study may consider other parameters for the tests.

8.5 Uncertainty of Estimates of Parameters Affecting Risk

In the realm of systems engineering, uncertainty is generally classified as epistemic or systematic and aleatory or statistical (Modarres, 2006). Estimates of track-segment-specific risk are subjected to both types of uncertainty with unquantified errors due to uncertainty in risk parameters: accident rates, the conditional probability of release, and persons potentially affected. It is important to note that this could result in apparent differences in risk being statistically non-significant in route risk comparison. In this section, I discuss possible sources of
error in the QRA of hazardous materials transportation by railroad. I also conduct a sensitivity analysis of uncertainty of estimates of parameters affecting risk to illustrate a potential whether such uncertainty would invalidate the result from statistical tests described earlier. Finally, I address some possible improvements to be considered for a more accurate estimation of segment-specific risk.

8.5.1 Possible Sources of Uncertainty in the Quantitative Risk Analysis

The following is a list of possible sources of error in an estimation of segment-specific risk that may contribute to uncertainty surrounding a route risk estimate.

- Measurement (observational or systematic) errors
  - Track class assignment based on speeds
  - Determination of CPR based on speeds
  - Estimation of number of persons potentially affected by a release
- Uncertainty (statistical) errors around point estimates of risk parameters
  - Track-class-specific accident rates
  - Release-source-specific CPR

From the past studies, one of the most obvious sources of observational errors in the QRA of hazardous material transportation is an assignment of track class, which is necessary for one to determine the corresponding accident rate. The problem is that many class-1 railroads do not maintain information regarding actual track class in their infrastructure database, and the U.S. DOT national transportation database (BTS, 2007) does not have such information for track-segment-specific risk analysis. To infer track class, previous studies considered proxy variables such as type of traffic control system in the U.S. DOT database (Kawprasert and Barkan, 2008) or timetable speeds (Kawprasert and Barkan, 2009a; 2010a). These could result in an error in track class estimates because railroads may maintain their tracks at standards higher than stipulated by track speeds. For example, a lower track class may be assigned to bridge, curves or track sections in highly populated areas because of restricted operating speeds, but these sections may have the same or higher maintenance standard as other sections. Thus, it would be helpful for a more accurate estimation of risk if actual track class information can be obtained.
In addition to track class assignment, track-class-specific accident rates themselves are subject to error and uncertainty such as variance in track quality within track classes and temporal variability over the period of data in which accident rates are developed (Anderson and Barkan, 2004). To provide numerical estimates of risk under these uncertainties, one may consider the confidence intervals of the accident rates developed by these authors to bound the point estimate of risk.

Using maximum track speeds to represent the worst case scenario in determining the tank car CPR is likely to result in an overestimation of risk (Kawprasert and Barkan, 2010a). A better estimate could be obtained by considering actual operating speed, or even better, accident speed, which could be much lower than maximum track speed. A development of track-class-specific average accident speed may contribute to a more accurate estimation of risk.

An error in consequence analysis may introduce a wider variety of uncertainty than the elements in frequency analysis mentioned above. In this dissertation, the consequence is expressed using a number of persons affected, which can be estimated per the U.S. DOT guidelines (PHMSA, 2008) using population data from the U.S. Census Bureau. Various kinds of error in population exposure estimation include uncertainty in population census tract densities, heterogeneity of population densities along track segments, time-of-day effect, and wind direction along which evacuation actually takes place.

The errors described above may exist as part of a route risk estimate and may affect the reliability of observed differences in route risk comparison. The statistical difference in risks associated with two routes may be caused by these uncertainty errors in risk estimation of one or both of the routes and not by the actual difference in route risk distributions. For example, Section 8.4.3 shows that the difference in risks becomes significant when one fourth of the route considered has been changed from track-class 3 to class 4. Likewise, error in track-class assignment between classes 3 and 4 for one fourth of the route would also cause a significant difference in risk and thus reduce the accuracy of the test result. In the next subsection, I provide quantified errors associated with two risk parameters: accident (derailment) rates and CPR.
8.5.2 Magnitude of Error of Risk Parameters and Sensitivity Analysis

It is quite difficult to accurately determine the magnitude of total error associated with route risk estimates because the error is likely to vary case by case, depending on the characteristics of the route and assumptions made. The only part of the total error that could be determined is statistical error associated with risk parameter estimates, e.g. errors around point estimate of accident rates and source-specific CPRs. Table 8.13 provides examples of potential errors for track-class-specific derailment rate (statistical error) and speed-dependent CPR (measurement error). Errors associated with these two parameters are easier to illustrate than that of the consequence analysis part. Note that apart from measurement error of the CPR, the source-specific loss CPR estimates themselves are also associated with statistical error (Treichel et al., 2006).

Table 8.13. Error bounds surrounding risk parameter estimates.

<table>
<thead>
<tr>
<th>Track Class (Max. Speed for Freight Train)</th>
<th>Selected Error Types (% of Point Estimate)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95% Confidence Intervals Around Point Estimate of Derailment Rate(^1)</td>
</tr>
<tr>
<td>Class 2 (25 mph)</td>
<td>± 2.3%</td>
</tr>
<tr>
<td>Class 3 (40 mph)</td>
<td>± 1.9%</td>
</tr>
<tr>
<td>Class 4 (60 mph)</td>
<td>± 1.6%</td>
</tr>
<tr>
<td>Class 5 (80 mph)</td>
<td>± 3.6%</td>
</tr>
</tbody>
</table>

\(^1\) The bounds were determined using 95% confidence intervals of cars derailed per billion freight car miles from Anderson and Barkan (2004)

\(^2\) The bounds were determined by assuming trains travel at average track-class speed, defined as an average of maximum permissible speed on the corresponding track class and that on the preceding lower class. Use speed-dependent CPR for DOT 111A100W1 tank car (Kawprasert and Barkan, 2010a).

As shown by Kawprasert and Barkan (2009a; 2010a), typical hazardous material transportation routes comprise track classes 4 and 5 as a majority of the route length, and class-3 track is associated with the greatest proportion of the route risk. Since the difference in accident rates and also release rates between class-4 and class-5 track is the smallest compared to other track class pairs at one consecutive class, care should be taken in distinguishing among classes 2, 3 and 4. In particular, since class-2 track usually accounts for the smallest portion of the route
length (1% to 2% of the route on the class-1 freight rail network), one may focus even more when classifying class-3 over class-4 tracks. This is because there is a substantial difference in track-class-specific accident rates and release rates (taking effect of speed into account) for these two particular classes and a tendency that class-3 tracks may be located in populated places contributing majority of risk as shown in Chapter 4. Figure 8.13 shows a simple comparison of accident and release frequencies under various uncertainties in accident rates or track class assignment for a 100-shipment using DOT-111A100W1 car, assuming a route comprising 1%, 15%, 40% and 44% class-2, -3, -4 and -5 track, respectively, and a train operated at maximum track-class speed.

The results indicate that the effect of uncertainty in track-class-specific-accident rates (within 95% confidence interval) is smaller in this hypothetical scenario compared to other types of error such as track classification error or change in assumption for determining the speed-dependent conditional probability of release. Therefore, extra attention should be made to the latter two cases.

Similar analysis could be extended to evaluate potential error in risk estimate. I assume a route comprising 100 segments of 1 mile each and consider an affected area of 1 square mile and a uniform population density of 10 persons per square mile along the entire route with the same traffic as the previous analysis. Figure 8.14 indicates that a change in population density (due to error in estimation) has more effect on risk estimate for lower track classes, but the magnitude of error is small compared to the previous two cases: track classification and speed assumption errors. These remain a key issue that requires further improvements to reduce uncertainty errors in risk estimate.

The errors from the potential sources discussed above may possibly contribute a significant difference in route risk comparison, while the difference in risk may actually not be significant. Furthermore, the same types of error will constitute the risk of the routes in comparison if the routes are derived under similar approach, assumptions and transportation network data. This study, however, does not attempt to systematically quantify the magnitude of uncertainty surrounding route risk estimates. Future research could consider developing a method to determine an approximate range of total error of a point estimate of risk for a given route.
Figure 8.13: Sensitivity Analysis on Frequency Estimates Under Various Uncertainty Assumptions (A) Frequency of Accident and (B) Frequency of Release

- **numbers in parentheses indicate percentage changes in estimate from baseline**
- **defined as an average of maximum permissible speed on the corresponding track class and that on the preceding lower class**
8.5.3 Improvements in Route Segmentation to Reduce Uncertainty Errors

Another area that may be of interest for further improvement in risk estimation is route segmentation method. The transportation network considered may sometimes limit accuracy of segment-specific risk estimate. A long segment may include more heterogeneity in track characteristics and population density, especially in urban areas. On the other hand, a short segment may have less heterogeneity, but requires a significant level of resources in the overall route risk analysis. The development of optimal segment lengths to minimize uncertainty errors and heterogeneity of track-class-specific characteristics could be an interesting subject for future study.

8.6 Discussion

Conventional comparisons of route risks are usually made by observing single point estimates of risk and risk profiles. These provide information regarding the expected value of hazardous materials release consequence and the distribution of the frequency of release over various possible magnitudes of consequence, respectively. In this chapter, I introduce a new graphical
representation that combines both types of risk analysis result into a single graphic so that the information regarding such comparisons can be interpreted more easily. I discuss the common cases of route risk comparison and suggest which comparison method would be most suitable to facilitate decision-making in each case.

I also address the limitations of risk profiles under the special case in which both the point estimate of risk and the risk profiles would fail to indicate differences in route risk distributions. Other graphical techniques are proposed as alternatives, but these still do not necessarily provide confidence in routing decisions, especially when the difference in risks associated with two or more routes is marginal and difficult to observe.

To formally investigate whether the difference in risks associated with two or more routes are significant, a statistical approach for route risk comparison is considered. I describe and illustrate the use of several statistical techniques that may be applicable for comparison of the risks associated with the two routes. One of the benefits of using the statistical approach is that all the statistical tests considered are incorporated in modern statistical software so the computation and analysis are convenient. The statistical techniques can also be adapted to accommodate a variety of problems of interest, not only a comparison of route risks but also an assessment of the effectiveness of risk reduction options. To apply the statistical tests, it is important to understand the assumptions, the hypotheses and the limitations of the tests, as these may lead to different conclusions in some situations. A combination of several methods may be necessary to ensure the validity of the conclusions. Furthermore, it is applicable when analysis of the entire route is not possible.

Although the statistical approach provides more confidence in risk-based decision making, the numerical test results may not be sufficient because they do not portray the actual distribution of route risks. Instead, conventional, graphical and statistical approaches may be used in conjunction with each other. This will allow more complete information regarding how risks are distributed along the routes and whether or not the difference in the distributions is significant.
The statistical approach for route risks comparison is a rather new, challenging area to explore. There is little research or literature regarding application of the statistical methods for railroad hazardous materials transportation route risk comparison. This chapter provides a discussion of several potential methods, and illustrates their application using case studies. Nevertheless, a better understanding regarding the validity of these test methods for particular applications needs to be further explored. More research on this topic would help determine if the statistical approach is suitable to be incorporated as part of QRA and decision support systems for railroad hazardous materials transportation.

Despite potential applications of the statistical techniques, it is important to consider possible errors during the QRA process to develop numerical estimate of risk that could invalidate the statistical test results. Nevertheless, the two routes in which risk is developed under the similar approach using the same transportation network database may contain similar types of error. That is to say the data derived from the same databases or processes may share similar degrees of uncertainty. There is a need to formally quantify such errors relative to total route risk to better understand whether or not they have a significant effect on route-specific risk estimation and comparison.

8.7 Conclusions

This chapter discusses and illustrates several route risk comparison techniques. The risk profiles incorporating an expected consequence are proposed to help deliver information on both point estimates of route risk and the frequency distributions of risk outcomes in a single graphic. This conventional approach is often used to facilitate the risk-based decision-making on hazardous materials transportation route selection. Nevertheless, it does not deliver complete information regarding how risks are actually distributed along the route. Graphical representations that portray the distribution of route risks combined with appropriate statistical methods can help inform a risk manager of critical information thereby enhancing the quality of risk-based decision making by providing more confidence. However, the statistical approach for route risk comparison still requires further exploration for a better understanding of their general applicability and validity for railroad hazardous materials transportation route risks comparison.
CHAPTER 9

COMMUNICATION AND INTERPRETATION OF RESULTS OF ROUTE RISK ANALYSES


9.1 Introduction

Railroad hazardous materials transportation route risk analysis is receiving considerable new attention from industry and the government. Such analyses are necessary for effective public policy and the development of rational risk management strategies. However, route risk analysis is complex and generates results that can be difficult to properly interpret. The challenge for risk analysts is to effectively communicate with risk managers regarding objective information about how to effectively manage risk and the most effective options to reduce it.

In this chapter, I develop and illustrate several new techniques to more effectively present, interpret and communicate risk results, based on the results from a quantitative risk analysis of a particular hazardous material shipped by rail. The analysis accounted for the major factors affecting risk: infrastructure quality, traffic volume, population exposure along the shipment routes, tank car design, and product characteristics. I discuss different approaches for system-level and route-specific analyses, as well as the use of different risk metrics. These include absolute and normalized estimates of risk that may provide useful information under different contexts, depending on the questions of interest and the users, who may find different aspects of the information useful for their effective decision-making.

I develop various graphical techniques to enable risk metrics to be compared, either in a geographical context or independent of it, depending on which is most useful. I propose several techniques that help identify the locations that account for the highest concentration of risk and help provide a better understanding of risk-contributing factors. These also help clarify the mutual roles of carriers, shippers, and municipalities along a route regarding risk management, reduction, and mitigation options. The techniques presented in this chapter are also useful for
regulators and researchers who might be interested in a broader view of risk analysis at the network level. Moreover, the graphical representations of route risk can be easily incorporated into any decision support system for railroad hazardous materials transportation risk analysis.

9.2 Importance and Objectives of Hazardous Materials Transportation Risk Communication

Considerable attention has been given to the general subject of transportation risk analysis. The studies on the risk of railroad transportation of hazardous materials are an ongoing subject of interest. However, far less attention has been given to the development of how to effectively interpret and communicate the numerical estimates of risk. Currently, transportation risk communication has generally focused on policy from the perspective of industry or the government communicating with one another or the public (Glickman and Gough, 1990). Risk analysis, especially route-specific analyses, often requires sophisticated analytical techniques and large quantities of data and can produce a large amount of numerical results. In order for the results of route risk analyses to be understandable and useful to the concerned parties, more emphasis needs to be placed on technical interpretation and communication of these complex results.

The challenge for risk analysts is to interpret these large quantities of results, convert them into useful information, and effectively communicate them to risk managers and other interested parties (CCPS, 2007; Vrouwenvelder, 2008; Keeney and von Winterfeldt, 2008). In some instances, the information may also be used to help understand how to most efficiently choose among the options to reduce risk. If the results are too complex to understand or are presented in a manner that is prone to misinterpretation, these objectives will not be achieved, which could lead to inappropriate conclusions and decisions.

Therefore, the purpose of risk communication is to provide decision-makers and other concerned parties with critical information about how to effectively manage risk in forms that are easy to interpret and understand. To achieve this objective, I developed several new graphical methods to enhance the communication of risk results and to facilitate a more effective consideration of risk mitigation options. In this chapter, the graphical approach is presented for illustrative purposes. It does not imply any particular alternatives for risk reduction. The
techniques proposed are primarily designed to help risk managers evaluate and identify the most effective risk management options, i.e. the use of resources that will provide the most efficient means of improving safety. Identifying the critical locations on each shipment route and on the entire network that account for the highest concentration of risk and understanding the most important contributing factors will facilitate a more effective consideration of how to best manage the distribution of risk. It will also help clarify the mutual roles of carriers, shippers, and municipalities along a route regarding risk management, reduction, and mitigation options.

9.3 Case Study

The risk results used in this chapter are based on a case study of shipments of one hazardous material on the North American railroad network. The shipment structure consists of trains traveling along transportation routes from a single origin to eight different destinations. These eight routes involve trackage owned by several railroads, including three different Class-1 railroads and two non-Class-1 railroads (Table 9.1). The major factors affecting risk considered in this analysis are: segment-specific track infrastructure, traffic volume, and population exposure along the shipment routes. Tank car design and product characteristics represent constants in the analysis.

<table>
<thead>
<tr>
<th>Origin – Destination</th>
<th>Annual Shipments (Carloads)</th>
<th>Estimated Mileage</th>
<th>Car-miles</th>
<th>Railroad Carriers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Class-1</td>
</tr>
<tr>
<td>L-A</td>
<td>702</td>
<td>2,228</td>
<td>1,564,056</td>
<td>RR-1</td>
</tr>
<tr>
<td>L-B</td>
<td>162</td>
<td>1,064</td>
<td>172,368</td>
<td>RR-1</td>
</tr>
<tr>
<td>L-C</td>
<td>75</td>
<td>1,403</td>
<td>105,225</td>
<td>RR-1</td>
</tr>
<tr>
<td>L-D</td>
<td>42</td>
<td>1,966</td>
<td>82,572</td>
<td>RR-1, RR-2</td>
</tr>
<tr>
<td>L-E</td>
<td>33</td>
<td>2,048</td>
<td>67,584</td>
<td>RR-1, RR-2</td>
</tr>
<tr>
<td>L-F</td>
<td>16</td>
<td>1,396</td>
<td>22,336</td>
<td>RR-1</td>
</tr>
<tr>
<td>L-G</td>
<td>13</td>
<td>2,463</td>
<td>32,019</td>
<td>RR-1, RR-2</td>
</tr>
<tr>
<td>L-H</td>
<td>11</td>
<td>1,978</td>
<td>21,758</td>
<td>RR-1, RR-3</td>
</tr>
</tbody>
</table>
The risk estimates were developed for each individual route and for all routes combined using the quantitative risk analysis (QRA) methodology. More details of the QRA are provided by CCPS (1995) and Erkut et al. (2007). The risk model and the procedures to develop the numerical estimates of risk are provided in Appendix C.

Table 9.2 shows the characteristics of track infrastructure, the annual accident rate (number of hazardous materials cars derailed per year), the annual release rate (number of releases per year), the population exposure (total number of persons potentially affected), and the annual risk (expected number of persons affected per year). These absolute (non-normalized) estimates provide a basic comparison of each route while taking into account the route-specific characteristics, i.e. length, traffic volume, track infrastructure conditions, and population.

### Table 9.2. Route characteristics and numerical estimates.

<table>
<thead>
<tr>
<th>Route</th>
<th>Number of Route Segments</th>
<th>Average Segment Length (miles)</th>
<th>Percentage of Route Length by Track Class</th>
<th>Annual Accident Rate</th>
<th>Annual Release Rate</th>
<th>Total Population Exposure</th>
<th>Annual Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-A</td>
<td>1,006</td>
<td>2.20</td>
<td>2 16 46 36</td>
<td>0.174 0.0236</td>
<td>337,268 5.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-B</td>
<td>463</td>
<td>2.30</td>
<td>1 12 30 57</td>
<td>0.015 0.0020</td>
<td>72,831 0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-C</td>
<td>613</td>
<td>2.29</td>
<td>1 16 39 44</td>
<td>0.011 0.0015</td>
<td>237,563 0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-D</td>
<td>819</td>
<td>2.40</td>
<td>4 18 45 32</td>
<td>0.011 0.0016</td>
<td>344,740 0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-E</td>
<td>954</td>
<td>2.15</td>
<td>3 21 36 41</td>
<td>0.009 0.0012</td>
<td>818,035 0.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-F</td>
<td>598</td>
<td>2.34</td>
<td>1 16 39 44</td>
<td>0.002 0.0003</td>
<td>230,092 0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-G</td>
<td>1,173</td>
<td>2.10</td>
<td>2 15 49 34</td>
<td>0.004 0.0005</td>
<td>1,772,312 0.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-H</td>
<td>790</td>
<td>2.50</td>
<td>2 15 39 45</td>
<td>0.002 0.0003</td>
<td>801,821 0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>2,635</td>
<td>2.21</td>
<td>3 22 53 22</td>
<td>0.228 0.0309</td>
<td>3,127,268 7.80</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 9.4 Interpretation of Risk Results and Risk Communication Techniques

In hazardous materials transportation route risk analysis, there are many types of information for a variety of routes with unique geographical elements, and there are several different stakeholder groups, each with their own associated interests and perspectives. Information that is suitable in one context for a particular group may be of little value to others. In this section, I introduce several methods to help this process.
9.4.1 Routes Comparison

Absolute estimates of risk, such as those presented in Table 9.2, are typical deliverables from the QRA of hazardous materials transportation. Although they provide a high-level of understanding, more detail is needed to address many types of risk management questions. In part, this is because shipment routes are not compared on the same basis. For example, the number of shipments and the mileage for each route are not the same (Table 9.1) and, thus, contribute to the difference in route-specific risk estimates. Consequently, normalized estimates may be more helpful (Figure 9.1). There are different approaches to normalization when comparing routes; for example, population exposure versus risk (Figure 9.1a) and accident rate versus risk (Figure 9.1b) are two approaches developed using the risk results from Table 9.2 and the route information from Table 9.1.

The normalized estimates offer insight regarding the risk characteristics for each route with which different parties involved in the supply chain may be concerned. For example, route L-A has the highest overall risk because of its high traffic volume; however, when the risk per carload is considered, its rank is much lower. Conversely, route L-G appears to have low absolute risk, but, in fact, it has the highest risk per carload and the highest risk per car-mile due to the combined effects of distance and population distribution.

These differences suggest differing strategies for risk management appropriate to the various parties involved with these routes. Normalized estimates offer shippers insight regarding certain business decisions; shipments to different customers may have widely different levels of risk that could affect pricing. Another question that may arise involves selecting between routes with differing degrees of heterogeneity in risk along them. This may lead to potentially conflicting objectives among shippers, railroads, and local agencies. The shippers and/or railroads may prefer to minimize overall risk. Railroads may consider minimizing the number of incidents occurring, whereas local agencies may be more concerned with the consequences in their community or region. Each such case will have to be decided individually, but informed decision-making will benefit from all parties having a clear understanding of the trade-offs involved. Effective presentation of local versus system-level risk may help put such questions in perspective. Such comparisons may also help communities understand how local risk due to hazardous materials compares with other, more familiar risks.
Figure 9.1: Route Comparison Using Different Normalization Metrics

(A) Population Exposure vs. Risk and (B) Accident Rate vs. Risk
9.4.2 Combined Shipment vs. Route-Level Analysis

The analysis of risk due to hazardous materials traffic on the rail transportation network can be performed at different levels depending on the objective of interest, e.g. combined shipment routes versus individual routes. The principal objective of combined shipment analysis is to identify the highest-risk locations over an entire distribution network. This information is particularly important for risk managers with responsibility for all traffic or an entire network. For shippers, it may facilitate the consideration of risk mitigation approaches such as enhanced packaging (Barkan, 2008; Saat, 2009) and alternative routing (Kawprasert and Barkan, 2008). Carriers may wish to compare all the segments over which they have traffic and identify which ones offer the best opportunity for infrastructure improvement or the deployment of technologies that could reduce accident likelihood (Ouyang et al., 2009). Comparison at this level may also be useful to regulators’ decisions regarding the allocation of inspection resources. Conversely, these comparisons may not be as useful to local authorities along a route, except in helping them understand how their communities compare to others.

9.4.2.1 Individual Segment Comparison

Some aspects of effectively managing risk may require a more detailed understanding at either the system or route level. In the case study, a small number of track segments contributed a large portion of the risk. About 14% of the total number of segments (or 19% of the total length) accounted for 90% of the total risk (Figure 9.2a). A closer examination showed that the twenty segments with the highest risk contributed 35% of the total risk but less than 1% of the total length (Figure 9.2b). Actions that reduce risk on these segments will have a substantially greater impact on reducing risk than would similar improvements on other, lower-risk segments in the carrier’s network. Information such as this can help guide certain risk management activities. If cost information is available, these results can be used to develop cost-effectiveness analyses that will further assist in prioritizing actions.
Figure 9.2: Graphical Representation of Combined Routes Risk Estimates

(A) All Segments and (B) Top 20 Segments with the Highest Risk
9.4.2.2 Geographic Comparisons

The preceding approaches help identify the highest relative risk segments; however, they do not provide information in a geographic context. Some types of questions may benefit from this type of consideration. As mentioned earlier, the use of GIS software facilitates the production of maps that can help managers visualize the risk associated with the different portions of the network being studied. Segment-specific risk that accounts for all of the traffic of a particular material can be portrayed. In this case, it is portrayed in terms of both absolute and normalized risk (Figures 9.3a and 9.3b, respectively). This graphical technique is applicable to both route-specific level and network-level analyses.

In Figure 9.3, the darker segments indicate those with higher risk. For absolute risk, shipment volume and segment length are accounted for in the risk calculation. Normalized risk is the absolute risk divided by the car-miles on the segment, and, thus, the distribution of risk on several critical segments differs from that of absolute risk. The merit of this is to provide appropriate and useful information for the parties who may need different information. For example, the graphic depicting the absolute risk estimate (Figure 9.3a) may be more useful for shippers interested in knowing where and how much their own current or anticipated shipments are contributing to risk. On the other hand, railroads responsible for infrastructure quality and operation may be interested in the track-segment condition and the risk distribution throughout their network, regardless of the shipment volume and/or the differential segment lengths. Therefore, they may find the normalized estimates (Figure 9.3b) more appropriate and helpful for infrastructure and operational improvement planning.

Figure 9.3: Map Showing Segment-specific Risk Based on
(A) Absolute Risk Estimates and (B) Risk per Car-mile
Although these maps are useful for some types of information, they impose certain constraints on understanding the relative risk along a route. For example, it is difficult to present the numerical estimates of local risk on such maps (Figure 9.3). Other approaches that combine a geographic element with differences in risk magnitude can be useful in helping risk managers visualize quantitative, route-specific risk information. Figure 9.4a portrays track-segment risk data divided into two groups, with the high- and low-risk segments plotted on a log scale versus the mileage from the origin to the destination. In this example, the segment-risk-level threshold for the different symbols is 0.1% of the total risk; that is, individual segments contributing more than 0.1% were plotted using dark-colored triangles, and those with 0.1% or less, with light-colored circles. This technique clearly highlights the areas along the route that are contributing the majority of the risk. In this case, 77% of the route length accounted for only 4% of the risk, while 23% of the route accounted for 96% of the risk. The solid line indicates the cumulative percentage of the total risk of proceeding from origin to destination along the route. Locations with substantial changes in risk are indicated with abbreviations. The first two characters in the label (e.g. L-B-A) indicate the route L-B (Table 9.2), and the last character signifies specific points along the route.

Results such as these lead to questions about what is affecting the elevated risk at various locations along a route. In this example, the product and the tank car are constant throughout the route, so the two factors affecting the heterogeneity in risk are the accident probability (which implies infrastructure quality) and the population density. Either or both of these may be contributing to the elevated risk at particular locations. Figure 9.4b is intended to help risk managers visualize the degree to which each parameter is influencing localized risk. The letter “Z” on the chart indicates where the risk is mainly influenced by the accident rate, whereas “P” indicates locations where the population density is the major factor. For each track segment, these three parameters – accident rate, population density, and risk – are normalized by the average value of each, so that they can be plotted using the same normalized scale. Such information may suggest the most appropriate risk management strategy to consider for different locations; in particular, it may suggest where to consider infrastructure upgrades, operational changes, or emergency response training and planning.
Figure 9.4: Graphical Representation of Route-specific Risk Estimates

(A) Route Segment Risk Grouped by Percentage of Total Risk
and (B) Effects of Risk Parameters
9.4.3 Other Graphical Techniques

9.4.3.1 Risk Profiles (F-N Curves)

Risk profiles or “F-N curves” show the annual rate or the frequency of release incidents for different levels of consequence (persons affected). This helps convey information regarding the frequency distribution of risk outcomes. A differential risk profile indicates the difference between two risk profiles. It can be expressed as either an absolute or a percentage difference versus the magnitude of the consequence. Differential risk profiles allow the comparison of two options and facilitate understanding the effects of changes or different options on risk at different magnitudes along the consequence scale. Figure 9.5a shows the risk profiles (solid lines) and the differential risk profile (dashed line) of two particular routes, route L-B and route L-E. The consequence below \( N = 1 \) is not shown in this plot.

The risk profiles show that, overall, route L-E has a lower annual frequency of release \( (F) \) than route L-B. However, at the consequence level of \( N \geq 7 \), route L-E has a higher likelihood of a release occurrence than route L-B at the same consequence level. Likewise, at the same frequency of release \( F \) the incidents on route L-E tend to affect a greater number of persons. Despite the lower annual frequency of release of route L-E, the highest possible level of consequence on this route is much greater than that of route L-B (5,850 persons vs. 2,873 persons).

The differential risk profile shows that the difference between the frequency of a release incident associated with route L-E and that of route L-B steadily decreases from 0.0008 toward zero at \( N = 7 \) and then fluctuates around 0.0002 between \( N = 50 \) and \( N = 1,000 \). The difference decreases to near zero between \( N = 1,000 \) and the maximum possible consequence of \( N = 5,850 \). The advantage of plotting the differential risk profile together with the conventional risk profiles is that it quickly portrays both the magnitude and the pattern of the difference in the frequency distribution of the two routes over various magnitudes of the consequence. In this particular case, the magnitude of the difference in the frequency distribution of these two routes is much greater for the lower range of consequence \( (N < 7) \) than for the higher range \( (N > 7) \). The differential risk profile is particularly useful for the comparison of the two routes, but it may produce results that are too complex for a comparison of three or more routes.
Figure 9.5: Risk Profiles (F-N Curves)

(A) Showing the Difference in Annual Frequency and

(B) Showing the Expected Consequence
The drawback of the risk profiles is that they usually do not explicitly provide the magnitude of the point estimate of route risk. In Figure 9.5b, the risk profiles are plotted together with the expected consequence (annual risk) of each route. The logarithmic scale is applied to both the horizontal and vertical axes of the chart so that the effect on high consequence is better portrayed. The expected consequence associated with each route is calculated by taking a summation of the product of the value of all F-N pairs corresponding to each segment. This equals 0.19 and 0.68 persons affected per year for route L-B and route L-E, respectively (Table 9.2).

Unlike the differential risk profiles, the point estimate of risk represents a single numerical index for the quantitative evaluation of route alternatives rather than the distribution of various consequences. It can be used to evaluate which route has a higher or lower potential consequence, in average, compared to the others. While the differential risk profile plot is more suitable for a two-route comparison, the risk profiles showing the point estimate of risk can handle multiple-route comparisons.

In this particular comparison, shown in Figure 9.5b, the annual frequency of release associated with route L-B is 1.7 times greater than that of route L-E. However, route L-B’s expected consequence is only 0.3 times that of route L-E. This represents a classical dilemma regarding risk-based routing decisions (Barkan, 2006). That is, a difficulty may arise in the case where one needs to choose between these two routes: one with a higher overall frequency of incident and a lower expected consequence and another with a lower frequency but a higher expected consequence. This is often considered to be a high-level policy question and, therefore, is beyond the scope of this study. The purpose here is to provide the illustrations that help bring all significant aspects and information together to inform and facilitate the routing decisions accordingly.

9.4.3.2 Distribution of Segment Risk Showing the Effects of Risk Reduction Options

Previously, I discussed a sensitivity analysis of the options that could affect accident rate and subsequently risk (Chapter 4). Then, I considered track-segment upgrade for risk reduction (Chapter 5). To communicate the results of such changes and help risk managers understand the relative benefits of the risk reduction options in different contexts, graphical techniques can be used. In this section, I present a technique that helps portray the effects of track class upgrade on risk reduction along a particular route.
Route L-B is considered as an illustrative example. Rather than using multiple tank car types, only one car type with the highest CPR was assumed in this analysis. The corresponding route risk was estimated to be 0.208 persons affected per year.

According to Kawprasert and Barkan (2009a; 2010a), upgrading lower FRA track classes has a greater effect on risk reduction per mile of upgraded track. Furthermore, it also has a greater effect on risk as the population density increases compared to upgrading higher class trackage. Nevertheless, improving segments with the lowest track class does not have much effect on risk because they represent only a small proportion of total route length. As shown in Table 9.2, the percentage of class-2 track is only 1% of the total length of route L-B and 3% of the entire network. For class-3 track, despite its smaller proportion compared to classes 4 and 5, an improvement of this particular track class has the greatest effect on route risk reduction because of the reduction in the accident rate and the level of population density associated with this class.

The results of such analyses can help risk managers in understanding that the degree of risk reduction varies for different routes due to the difference in geographical characteristics, such as infrastructure characteristics and population distribution, along the route. Figure 9.6 below helps convey this critical information from the analyses of the effects of this route risk reduction option to risk managers accordingly.

![Segment Risk Plot Showing the Effects of Track Upgrade on Risk Reduction](image-url)
9.5 Discussion

In this chapter, I provide examples of different types of information that can be generated to facilitate the effective management of hazardous materials transportation risk, which will generally benefit from mutual cooperation between the carriers, the shippers, and the municipalities along the route. Each of these parties plays different roles in rail transportation risk management and mitigation. Understanding their own and each others’ roles will facilitate better individual and collective decision-making regarding the implementation of risk management practices.

Quantitative route risk analyses often generate a large amount of numerical results that can be difficult for one or all of these parties to interpret. Different portions of these data are important to different parties, and the value of various summaries and comparisons may vary as well. In particular, shippers may have shipment routes they wish to evaluate and compare using various absolute and normalized risk estimates (Figures 9.1a, 9.1b). Carriers may use the segment-specific risk estimates to focus maintenance planning and equipment-health monitoring technology for high-risk segments on corridors (Figures 9.2a, 9.3b). Similarly, in coordination with shippers and carriers, municipal authorities and regulators may allocate emergency response and inspection resources at locations based on priorities established using the types of information presented here (Figures 9.3a, 9.4b). Emphasizing and clarifying these roles for each party, using the techniques and options described, can help them better understand the critical information that is most relevant and useful to each. In addition to helping the different parties coordinate their activities, these approaches will also be helpful in assisting stakeholder groups to understand the rationale for other groups’ risk management decisions.

Table 9.3 summarizes different graphical techniques for the interpretation and communication of hazardous materials transportation route risks to different parties, to aid in the visualization of the distribution of risk on the network or along each route.

Table 9.4 shows a subjective evaluation of how each party will potentially use the different types of information on hazardous materials transportation route risks according to their needs and interests.
<table>
<thead>
<tr>
<th><strong>Name</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Route Comparison</strong></td>
<td>The annual risk is plotted along with the factors affecting risk (accident rate and population exposure) to visualize the order of magnitude of risk and the factors simultaneously affecting risk for each shipment route in the network. Furthermore, normalization using different metricalation is applied to both of these to illustrate how the metrics affect the order of magnitude of risk and the factors affecting risk for each route.</td>
</tr>
<tr>
<td><strong>Distribution of Risk by Segment</strong></td>
<td>This type of chart shows the route segment risk, ordered by risk magnitude, and the cumulative percentage of total risk. Normalization may be applied to show the risk estimates per unit of interest. These charts enable easy identification of the highest risk segments and facilitate understanding of the percentage of risk that is due to any particular number of segments, ordered from highest to lowest.</td>
</tr>
<tr>
<td><strong>Geographical Distribution of Risk on Network Map</strong></td>
<td>The network maps showing segment-specific risk estimates help indicate critical locations with relatively high accident rates / risk on part or all of the shipment network structure. This information may be useful for collaboration between chemical shippers, railroad carriers, and municipalities to develop appropriate, mutually satisfactory risk reduction strategies.</td>
</tr>
<tr>
<td><strong>Risk Increment with Travel Distance and Segment Risk Grouped by Percentage of Total Route Risk</strong></td>
<td>This chart shows the plot of cumulative annual risk versus the mileage along the shipment route. The locations where significant changes in risk occur are readily apparent. On the same chart, the route segment risk, expressed as a percentage of the total risk on that route, is plotted together with the cumulative risk along the distance scale. The segments are divided into groups according to the percent of their contribution to the total risk, so that risk managers can better understand the distribution of low- and high-risk segments.</td>
</tr>
</tbody>
</table>
### Table 9.3. (cont’d)

<table>
<thead>
<tr>
<th>Name (Figure Number)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Effects of Risk Parameters</strong> (Figure 9.4b)</td>
<td>The normalized accident rate, population exposure, and annual risk are plotted on the same scale against the distance axis. The purpose of this chart is to show the effect of each parameter on risk and to help suggest the appropriate risk mitigation approach for critical locations along the shipment route.</td>
</tr>
<tr>
<td><strong>Risk Profiles Showing Differential Frequency Distribution</strong> (Figure 9.5a)</td>
<td>Risk profiles or “F-N curves” depict the likelihood of incidents versus various magnitudes of consequence. In the context of rail hazardous material transportation risk analysis, they show the annual rate or frequency of a release incident for different levels of the number of persons potentially affected by the releases. This helps convey the information on the probability distribution of risk outcomes. Differential risk profiles express the difference between two risk profiles as an absolute or a percentage graphed versus the magnitude of the consequences. These enable the comparison of two options and facilitate understanding the effects of changes or different options on risk at different magnitudes along the consequence scale.</td>
</tr>
<tr>
<td><strong>Risk Profiles Showing Point Estimates of Risk</strong> (Figure 9.5b)</td>
<td>The point estimate of risk represents the expected consequence associated with a particular route. It is the sum of the product of all frequency-consequence pairs with respect to each segment in the route. The point estimate of risk provides a single numerical index for the quantitative evaluation of routing alternatives.</td>
</tr>
<tr>
<td><strong>Distribution of Segment Risk Showing the Effects of Risk Reduction Option</strong> (Figure 9.6)</td>
<td>Segment-specific risk, ordered by the magnitude from highest to lowest, is plotted along with the cumulative risk to represent the base case (before improvement). A similar plot is made on the same chart to portray the situation after improvement and, consequently, the changes in both segment-specific and cumulative risk that indicate the effectiveness of the risk reduction option considered.</td>
</tr>
</tbody>
</table>
Table 9.4. Potential usefulness of risk communication techniques.

<table>
<thead>
<tr>
<th>Representations of Risk Results at Various Analysis Levels</th>
<th>Potential Users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Railroad Carriers</td>
</tr>
<tr>
<td>Regional / Network Level</td>
<td></td>
</tr>
<tr>
<td>Characteristics and Numerical Estimates of Risk of Combined Routes (Table 9.2)</td>
<td>✓</td>
</tr>
<tr>
<td>Geographical Distribution of Risk on Network Map (Figures 9.3a)</td>
<td>✓</td>
</tr>
<tr>
<td>Geographical Distribution of Risk per Car-mile on Network Map (Figures 9.3b)</td>
<td>✓</td>
</tr>
<tr>
<td>Route Level</td>
<td></td>
</tr>
<tr>
<td>Characteristics and Numerical Estimates of Risk of Individual Routes (Table 9.2)</td>
<td>✓</td>
</tr>
<tr>
<td>Route Risk Comparison Based on Population Exposure (Figure 9.1a)</td>
<td>✓</td>
</tr>
<tr>
<td>Route Risk Comparison Based on Accident Rate (Figure 9.1b)</td>
<td>✓</td>
</tr>
<tr>
<td>Risk Increment with Travel Distance (Figure 9.4a)</td>
<td>✓</td>
</tr>
<tr>
<td>Risk Profiles Showing Differential Frequency Distribution (Figure 9.5a)</td>
<td>✓</td>
</tr>
<tr>
<td>Risk Profiles Showing Expected Consequence (Figure 9.5b)</td>
<td>✓</td>
</tr>
<tr>
<td>Local / Segment Level</td>
<td></td>
</tr>
<tr>
<td>Distribution of Risk by Segment (Figures 9.2a, 9.2b)</td>
<td>✓</td>
</tr>
<tr>
<td>Segment Risk Grouped by Percentage of Total Route Risk (Figure 9.4a)</td>
<td>✓</td>
</tr>
<tr>
<td>Effects of Risk Parameters (Figure 9.4b)</td>
<td>✓</td>
</tr>
<tr>
<td>Distribution of Segment Risk Showing Effects of Risk Reduction Option (Figure 9.6)</td>
<td>✓</td>
</tr>
</tbody>
</table>
9.6 Conclusions

This chapter presents results of a quantitative risk assessment of rail transportation of a hazardous material, along with several new graphical representations of these results that are intended to more effectively convey critical information from the numerical risk results to risk managers and parties concerned in the supply chain. In particular, various methods are presented to identify the shipment routes and segments that account for the greatest amount of risk within various contexts and groupings. Within routes, the segments with the highest accident and release rates, population densities, and risk are identified, along with various factors affecting risk. The techniques also apply on a network level to help the above parties focus their priority regarding risk mitigation on critical locations.

In summary, the techniques developed in this chapter will help risk managers focus priorities for risk management and mitigation regarding hazardous material shipments. They also facilitate comparison and communication of risks at both the local and network levels. I discuss different ways that route risk analysis results can be presented for the benefit of various stakeholders and enable them to work individually and cooperatively in applying safety resources in the most efficient and effective manner possible.
CHAPTER 10
FUTURE RESEARCH

10.1 Introduction

The principal objective of this dissertation is to provide information from quantitative analyses of the various options for reducing railroad hazardous materials transportation risk. Three alternatives for risk reduction were illustrated and discussed: route rationalization (Chapter 3), track infrastructure upgrade (Chapter 5), and train speed management (Chapter 6). The analysis frameworks and mathematical models were developed to facilitate the consideration of each of these risk reduction options and multiple options combined. Their applications were illustrated using the representative case studies with various scenarios.

This dissertation is also intended to provide techniques to improve the estimation and analysis of route risk and to enhance risk-based decision making. The speed-dependent conditional probability of release (Chapter 4) and the probabilistic model for risk estimation (Chapter 7) contribute advancements in risk estimation. Statistical methods for route risk comparison (Chapter 8) and options for communication and interpretation of route risk (Chapter 9) were developed to inform risk managers and decision makers of information that is a critical part of risk-based decision making.

The model frameworks to address the above require substantial information. While this information is unavailable or difficult to quantify, simplifying assumptions were made using the best information available at the time of this research to complete the work in each chapter. Furthermore, several topics in this dissertation are at the initial stage of exploration. The lack of supporting research, unquantified data, and limited information bring up several issues that could be investigated further to improve the assessment of the risk reduction options presented in this dissertation. Some particular techniques, especially the statistical techniques for route risk comparison, still require further investigation of their general applicability. There are remaining challenges for researchers who may be interested in the topics above. This chapter highlights the needs of future research in the areas pertinent to the topics presented in this dissertation.
10.2 Future Research

10.2.1 Route Rationalization

It is quite difficult to evaluate the effectiveness of route rationalization due to various, complicated constraints and information that is often unknown or difficult to quantify and incorporate into the model. In addition, it is difficult to implement route rationalization because of the conflict of interests that may arise. The following are issues that may be of interest for further investigation. These may help provide better understanding regarding how this option would perform in general.

The case study used in Chapter 3 was based on only one particular chemical, but the model allows for the consideration of multiple-product shipments. Similar analysis could be done for various chemicals with the potential for traffic rerouting. This is not only to estimate the extent of risk reduction by this option but also to better understand the patterns of change in the frequency distribution of release over various magnitudes of consequence for different route alternatives and objective functions.

Additional routing constraints may be considered depending on available information, such as traffic flow, track availability, scheduling, and acceptable risk levels.

Further refinements needed in risk estimation include the use of speed-dependent CPR and the consideration of the time-of-day effect on population density. Moreover, stationary facilities that are sensitive to hazardous materials release, as well as on-the-road population effects, may be incorporated into consequence analysis. These could be done using a GIS application provided that relevant data are available.

10.2.2 Speed-dependent Conditional Probability of Release

Chapter 4 provided a technique to adjust CPR for train speed using the recent tank car performance statistics. This enables an improvement in the local risk estimates and allows for a more appropriate evaluation of the risk reduction options that affect train operating speeds. The relationships proposed could be further updated using a more robust statistical method and more up-to-date tank-car-accident data. A logistic regression analysis may be considered to develop
new models that incorporate train speed and other possible factors affecting CPR. The results can be compared with the existing models such as those provided by CCPS (1995), Treichel et al. (2006), and Kawprasert and Barkan (2010a).

Another issue is to study other speed-dependent effects to enable more accurate estimate of risk. These include the probability distribution of spill sizes and the number of cars derailed, both of which may be dependent of train accident speeds.

Previous analyses often relied on information from railroad timetables to determine train speeds and infer track classes (Kawprasert and Barkan, 2009a; 2010a). This may not always represent the actual operating characteristics and/or maintenance practices and may contribute to inaccuracy in risk estimates. For example, a maximum operating speed corresponding to each track class was assumed when estimating the risk using speed-dependent CPR. This is likely to result in an overestimation of risk. Further study should develop a new approach for estimating track class and track-class-specific accident speed and/or consider obtaining track-specific information from railroads.

10.2.3 Track Infrastructure Improvement

In Chapter 5, I attempted to evaluate the potential benefits of an infrastructure upgrade on risk reduction by assuming track-upgrade and consequence costs in the model formulation. Further study may consider improving these estimates of track-class-specific upgrade and release consequence costs for use in the cost-effectiveness analysis of this option, as well as in other quantitative analyses that may require a more accurate estimate of such costs. New analyses may also consider dynamic investment strategies to determine the optimal multi-year upgrade plan. Improvement of route segmentation could be considered for a more efficient use of resources and a more accurate estimate of track-segment-specific risk. A new algorithm to determine an optimal track segment length could be developed to facilitate more effective use of an investment budget.

10.2.4 Train Speed Management

Although less frequently suggested as a means of reducing risk, there has been little research on the benefits train speed management may offer. Future research on this topic may focus on
developing a more accurate quantitative estimate of model elements, including release consequence and transportation delay costs. Efforts should be devoted to incorporating the system delay into the cost function. The consideration of shorter segment lengths allows for a better estimate of population exposure along the track but adds more difficulty to incorporating the system delay and may result in unrealistic speed changes. A new algorithm may be developed to consider an optimal segment length suitable for these that would allow a smoother or more practical transition in train speeds. Track geometry and train power may also be incorporated into the updated analysis framework.

Risk reduction achieved through lower train speed would result in increased travel time. However, there may be some compensatory benefits due to lower energy consumption. Longer time spent in transit implies that security threats might be higher. There still remain several areas for improvement and further study. These challenge one to consider whether train speed management is a viable option for hazardous materials transportation risk reduction.

10.2.5 Quantitative Framework for Selecting Multiple Risk-Reduction Options

This dissertation attempts to quantify the potential of the risk reduction options considered. A basic quantitative framework for choosing the most effective option for reducing risk was presented as part of Chapter 6. The framework accounts for track infrastructure improvement and speed reduction. Further study may consider a more comprehensive framework with the capability of handling more options, such as route selection, track upgrade, tank car type selection, and speed reduction, in one unified model.

10.2.6 Probabilistic Risk Modeling

Chapter 7 discussed the use of a probabilistic model based on a non-homogeneous spatial Poisson process to compute the probability of occurrence of a train accident along the route. Illustrations were made for a comparison of route risk results from the probabilistic approach and from the simplified approach. The results show that the difference in risk estimates from these two approaches is not very substantial within a 1,000-mile length. Further study may validate whether the risk model based on a Poisson process provides an accurate probability distribution. This could be done using past accident statistics and a statistical method to test whether the
Poisson distribution provides a satisfactory fit to the accident data. The probabilistic model assumes that a tank car derailment is an independent event. But, the fact is that hazardous material tank cars do not travel the route alone one by one and may be attached together as a multiple-car shipment in one train. An event of a particular tank car derailment may be dependent on a derailment of another car attached to it. Therefore, one may investigate the relationship between the number of tank cars derailed and the release quantities, the train speed, and the probability of derailment. Once these data are developed, a more accurate analysis can be performed using the validated, multiple-tank-car-derailments probability.

10.2.7 Options for Route Risk Comparison and Uncertainty Errors of Risk Parameter Estimates

Chapter 8 introduced techniques for risk comparison using modified risk profiles incorporating point estimates of risk. When resources are limited and analysis is not possible for the entire route, non-parametric statistical methods based on sample segments were introduced as alternatives. These include the Fisher sign test, the Wilcoxon signed rank test, the Wilcoxon rank sum test, and the Kruskal-Wallis test. These tests focus on detecting the difference in median risk. In addition, Chi-square and Kolmogorov-Smirnov tests focus on detecting general differences in distributions of route risk. Further study may investigate other techniques applicable for the entire route rather than for sample segments. Parameters other than median risk could be considered, e.g. risk distribution of the whole route and total route risk. A more complicated case, such as when risk profiles cross, could be included. There is not much research on the application of the statistical methods to risk-based decision-making for hazardous materials routing problems. These statistical methods still require further exploration regarding their validity for route risk comparison.

In the QRA process, estimates of parameters affecting risk are often associated with error that may affect the result of the statistical comparison of route risks. A large error may cause the difference in route risks to become non-significant. Future study may consider improving the route segmentation approach to reduce the uncertainty errors associated with parameter estimates.
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APPENDIX A

SPEED-DEPENDENT CONDITIONAL PROBABILITY OF RELEASE
FOR PRESSURE TANK CARS

Figure A.1: Proportion of Pressure Cars Releasing vs. Speed for Releases From
(A) Heads, (B) Shells, (C) Top Fittings, and (D) Bottom Fittings

\[ Y_h = 0.00215X \]  
\[ Y_s = 0.00187X \]  
\[ Y_t = 0.00133X \]  
\[ Y_b = 0.00004X \]
where \( Y_h = \) proportion of pressure cars releasing from heads, corresponding to train speed \( X \)

\( Y_s = \) proportion of pressure cars releasing from shells, corresponding to train speed \( X \)

\( Y_t = \) proportion of pressure cars releasing from top fittings, corresponding to train speed \( X \)

\( Y_b = \) proportion of pressure cars releasing from bottom fittings, corresponding to train speed \( X \)

\( X = \) train speed (mph)

**Table A.1. Parameter estimates of the linear-speed CPR models.**

| Model  | Estimate of Regression Coefficient, \( \beta \) | Standard Error | t-value | Pr > |t| | \( R^2 \) |
|--------|-----------------------------------------------|----------------|---------|-------|-----------------|---------|
| \( Y_h = \beta_h X \) | 0.00215 | 0.00024811 | 8.66 | <0.0001 | 0.8622 |
| \( Y_s = \beta_s X \) | 0.00187 | 0.00025911 | 7.23 | <0.0001 | 0.8135 |
| \( Y_t = \beta_t X \) | 0.00133 | 0.00030915 | 4.32 | 0.0010 | 0.6084 |
| \( Y_b = \beta_b X \) | 0.00004 | 0.00002391 | 1.72 | 0.1106 | 0.1982 |

The speed-adjustment factors for pressure cars:

\( J_h = 0.02315X \) \hspace{1cm} (A.5)

\( J_s = 0.02306X \) \hspace{1cm} (A.6)

\( J_t = 0.02969X \) \hspace{1cm} (A.7)

\( J_b = 0.02222X \) \hspace{1cm} (A.8)

The speed-dependent conditional probability of release for pressure cars:

\[ R' = 1 - [(1-0.02315R_hX)(1-0.02306R_sX)(1- 0.02969R_tX)(1-0.02222R_bX)] \] \hspace{1cm} (A.9)
Example of the estimated speed-dependent conditional probability of release for an insulated 105A300W tank car without a head shield and without bottom fittings ($R_h = 0.0218$, $R_s = 0.0247$, $R_t = 0.0389$):

Figure A.2: Estimated Conditional Probability of Release Dependent on Speed for DOT-105A300W
APPENDIX B

ESTIMATED CONDITIONAL PROBABILITY OF RELEASE ADJUSTED FOR TRAIN SPEED

Table B.1. Estimated Conditional Probability of Release Adjusted for Train Speed for Non-pressure Cars.

<table>
<thead>
<tr>
<th>DOTSPEC</th>
<th>Average-speed CPR</th>
<th>Conditional Probability of Release (CPR) Adjusted for Train Speed (mph) on Mainline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>111A</td>
<td>0.3096</td>
<td></td>
</tr>
<tr>
<td>No BO</td>
<td></td>
<td>0.1703</td>
</tr>
<tr>
<td>111A</td>
<td>0.3527</td>
<td></td>
</tr>
<tr>
<td>No BO, Ins.</td>
<td></td>
<td>0.2072</td>
</tr>
<tr>
<td>111J</td>
<td>0.1533</td>
<td></td>
</tr>
<tr>
<td>No BO, Ins. 1/2 HSTP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>111J</td>
<td>0.1910</td>
<td></td>
</tr>
<tr>
<td>with BO, Ins. 1/2 HSTP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>211A</td>
<td>0.3527</td>
<td></td>
</tr>
<tr>
<td>100W1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>211J100W1</td>
<td>0.2072</td>
<td></td>
</tr>
<tr>
<td>Non-pres., Ins.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-pres., Non-Ins.</td>
<td>0.3527</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: BO = Bottom Outlet, Ins. = Insulated, HSTP = Head Shield Thermal Protected, Pres. = Pressurized
Table B.2. Estimated Conditional Probability of Release Adjusted for Train Speed for Pressure Cars.

<table>
<thead>
<tr>
<th>DOTSPEC</th>
<th>Average-speed CPR</th>
<th>Conditional Probability of Release (CPR) Adjusted for Train Speed (mph) on Mainline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0  5  10  15  20  25  30  35  40  45  50  55  60  65  70</td>
<td></td>
</tr>
<tr>
<td>105A100W</td>
<td>0.1028 0.0000 0.0135 0.0269 0.0402 0.0534 0.0664 0.0793 0.0921 0.1048 0.1174 0.1299 0.1422 0.1545 0.1666 0.1786</td>
<td></td>
</tr>
<tr>
<td>105A300W</td>
<td>0.0830 0.0000 0.0111 0.0221 0.0331 0.0439 0.0547 0.0655 0.0761 0.0867 0.0972 0.1076 0.1180 0.1282 0.1384 0.1486</td>
<td></td>
</tr>
<tr>
<td>105A500W</td>
<td>0.0622 0.0000 0.0079 0.0157 0.0235 0.0313 0.0390 0.0467 0.0543 0.0619 0.0695 0.0770 0.0845 0.0919 0.0993 0.1066</td>
<td></td>
</tr>
<tr>
<td>105A600W</td>
<td>0.0622 0.0000 0.0079 0.0157 0.0235 0.0313 0.0390 0.0467 0.0543 0.0619 0.0695 0.0770 0.0845 0.0919 0.0993 0.1066</td>
<td></td>
</tr>
<tr>
<td>105J100W</td>
<td>0.0855 0.0000 0.0114 0.0227 0.0339 0.0451 0.0561 0.0672 0.0781 0.0890 0.0997 0.1105 0.1211 0.1317 0.1422 0.1526</td>
<td></td>
</tr>
<tr>
<td>105J200W</td>
<td>0.0855 0.0000 0.0114 0.0227 0.0339 0.0451 0.0561 0.0672 0.0781 0.0890 0.0997 0.1105 0.1211 0.1317 0.1422 0.1526</td>
<td></td>
</tr>
<tr>
<td>105J300W</td>
<td>0.0691 0.0000 0.0094 0.0188 0.0281 0.0373 0.0465 0.0557 0.0648 0.0739 0.0829 0.0919 0.1009 0.1098 0.1186 0.1274</td>
<td></td>
</tr>
<tr>
<td>105J400W</td>
<td>0.0691 0.0000 0.0094 0.0188 0.0281 0.0373 0.0465 0.0557 0.0648 0.0739 0.0829 0.0919 0.1009 0.1098 0.1186 0.1274</td>
<td></td>
</tr>
<tr>
<td>105J500W</td>
<td>0.0480 0.0000 0.0062 0.0123 0.0185 0.0246 0.0307 0.0367 0.0428 0.0488 0.0548 0.0608 0.0667 0.0727 0.0786 0.0844</td>
<td></td>
</tr>
<tr>
<td>105J600W</td>
<td>0.0480 0.0000 0.0062 0.0123 0.0185 0.0246 0.0307 0.0367 0.0428 0.0488 0.0548 0.0608 0.0667 0.0727 0.0786 0.0844</td>
<td></td>
</tr>
<tr>
<td>105S100W</td>
<td>0.0855 0.0000 0.0114 0.0227 0.0339 0.0451 0.0561 0.0672 0.0781 0.0890 0.0997 0.1105 0.1211 0.1317 0.1422 0.1526</td>
<td></td>
</tr>
<tr>
<td>105S200W</td>
<td>0.0855 0.0000 0.0114 0.0227 0.0339 0.0451 0.0561 0.0672 0.0781 0.0890 0.0997 0.1105 0.1211 0.1317 0.1422 0.1526</td>
<td></td>
</tr>
<tr>
<td>105S300W</td>
<td>0.0691 0.0000 0.0094 0.0188 0.0281 0.0373 0.0465 0.0557 0.0648 0.0739 0.0829 0.0919 0.1009 0.1098 0.1186 0.1274</td>
<td></td>
</tr>
<tr>
<td>105S500W</td>
<td>0.0480 0.0000 0.0062 0.0123 0.0185 0.0246 0.0307 0.0367 0.0428 0.0488 0.0548 0.0608 0.0667 0.0727 0.0786 0.0844</td>
<td></td>
</tr>
<tr>
<td>105S600W</td>
<td>0.0480 0.0000 0.0062 0.0123 0.0185 0.0246 0.0307 0.0367 0.0428 0.0488 0.0548 0.0608 0.0667 0.0727 0.0786 0.0844</td>
<td></td>
</tr>
<tr>
<td>112A200W</td>
<td>0.2024 0.0000 0.0276 0.0547 0.0813 0.1075 0.1331 0.1582 0.1829 0.2071 0.2309 0.2541 0.2769 0.2993 0.3212 0.3427</td>
<td></td>
</tr>
<tr>
<td>112A340W</td>
<td>0.1687 0.0000 0.0232 0.0461 0.0686 0.0908 0.1127 0.1342 0.1555 0.1764 0.1970 0.2173 0.2372 0.2569 0.2763 0.2953</td>
<td></td>
</tr>
<tr>
<td>112A400W</td>
<td>0.1687 0.0000 0.0232 0.0461 0.0686 0.0908 0.1127 0.1342 0.1555 0.1764 0.1970 0.2173 0.2372 0.2569 0.2763 0.2953</td>
<td></td>
</tr>
<tr>
<td>112J200W</td>
<td>0.0855 0.0000 0.0114 0.0227 0.0339 0.0451 0.0561 0.0672 0.0781 0.0890 0.0997 0.1105 0.1211 0.1317 0.1422 0.1526</td>
<td></td>
</tr>
<tr>
<td>112J340W</td>
<td>0.0691 0.0000 0.0094 0.0188 0.0281 0.0373 0.0465 0.0557 0.0648 0.0739 0.0829 0.0919 0.1009 0.1098 0.1186 0.1274</td>
<td></td>
</tr>
<tr>
<td>112J400W</td>
<td>0.0691 0.0000 0.0094 0.0188 0.0281 0.0373 0.0465 0.0557 0.0648 0.0739 0.0829 0.0919 0.1009 0.1098 0.1186 0.1274</td>
<td></td>
</tr>
</tbody>
</table>
Table B.2. Estimated Conditional Probability of Release Adjusted for Train Speed for Pressure Cars. (cont’d)

<table>
<thead>
<tr>
<th>DOTSPEC</th>
<th>Average-sPEED CPR</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>55</th>
<th>60</th>
<th>65</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>112S200W</td>
<td>0.1661</td>
<td>0.0000</td>
<td>0.0228</td>
<td>0.0453</td>
<td>0.0674</td>
<td>0.0893</td>
<td>0.1109</td>
<td>0.1322</td>
<td>0.1532</td>
<td>0.1739</td>
<td>0.1943</td>
<td>0.2144</td>
<td>0.2343</td>
<td>0.2538</td>
<td>0.2731</td>
<td>0.2920</td>
</tr>
<tr>
<td>112S340W</td>
<td>0.1386</td>
<td>0.0000</td>
<td>0.0193</td>
<td>0.0384</td>
<td>0.0573</td>
<td>0.0759</td>
<td>0.0945</td>
<td>0.1128</td>
<td>0.1309</td>
<td>0.1488</td>
<td>0.1666</td>
<td>0.1841</td>
<td>0.2015</td>
<td>0.2186</td>
<td>0.2356</td>
<td>0.2524</td>
</tr>
<tr>
<td>112S400W</td>
<td>0.1386</td>
<td>0.0000</td>
<td>0.0193</td>
<td>0.0384</td>
<td>0.0573</td>
<td>0.0759</td>
<td>0.0945</td>
<td>0.1128</td>
<td>0.1309</td>
<td>0.1488</td>
<td>0.1666</td>
<td>0.1841</td>
<td>0.2015</td>
<td>0.2186</td>
<td>0.2356</td>
<td>0.2524</td>
</tr>
<tr>
<td>112S500W</td>
<td>0.0971</td>
<td>0.0000</td>
<td>0.0128</td>
<td>0.0255</td>
<td>0.0380</td>
<td>0.0505</td>
<td>0.0629</td>
<td>0.0751</td>
<td>0.0873</td>
<td>0.0994</td>
<td>0.1114</td>
<td>0.1232</td>
<td>0.1350</td>
<td>0.1467</td>
<td>0.1583</td>
<td>0.1698</td>
</tr>
<tr>
<td>112T200W</td>
<td>0.1661</td>
<td>0.0000</td>
<td>0.0228</td>
<td>0.0453</td>
<td>0.0674</td>
<td>0.0893</td>
<td>0.1109</td>
<td>0.1322</td>
<td>0.1532</td>
<td>0.1739</td>
<td>0.1943</td>
<td>0.2144</td>
<td>0.2343</td>
<td>0.2538</td>
<td>0.2731</td>
<td>0.2920</td>
</tr>
<tr>
<td>112T340W</td>
<td>0.1386</td>
<td>0.0000</td>
<td>0.0193</td>
<td>0.0384</td>
<td>0.0573</td>
<td>0.0759</td>
<td>0.0945</td>
<td>0.1128</td>
<td>0.1309</td>
<td>0.1488</td>
<td>0.1666</td>
<td>0.1841</td>
<td>0.2015</td>
<td>0.2186</td>
<td>0.2356</td>
<td>0.2524</td>
</tr>
<tr>
<td>114A200W</td>
<td>0.2024</td>
<td>0.0000</td>
<td>0.0276</td>
<td>0.0547</td>
<td>0.0813</td>
<td>0.1075</td>
<td>0.1331</td>
<td>0.1582</td>
<td>0.1829</td>
<td>0.2071</td>
<td>0.2309</td>
<td>0.2541</td>
<td>0.2769</td>
<td>0.2993</td>
<td>0.3212</td>
<td>0.3427</td>
</tr>
<tr>
<td>114A340W</td>
<td>0.1687</td>
<td>0.0000</td>
<td>0.0232</td>
<td>0.0461</td>
<td>0.0686</td>
<td>0.0908</td>
<td>0.1127</td>
<td>0.1342</td>
<td>0.1555</td>
<td>0.1764</td>
<td>0.1970</td>
<td>0.2173</td>
<td>0.2372</td>
<td>0.2569</td>
<td>0.2763</td>
<td>0.2953</td>
</tr>
<tr>
<td>114A400W</td>
<td>0.1687</td>
<td>0.0000</td>
<td>0.0232</td>
<td>0.0461</td>
<td>0.0686</td>
<td>0.0908</td>
<td>0.1127</td>
<td>0.1342</td>
<td>0.1555</td>
<td>0.1764</td>
<td>0.1970</td>
<td>0.2173</td>
<td>0.2372</td>
<td>0.2569</td>
<td>0.2763</td>
<td>0.2953</td>
</tr>
<tr>
<td>114J200W</td>
<td>0.0855</td>
<td>0.0000</td>
<td>0.0114</td>
<td>0.0227</td>
<td>0.0339</td>
<td>0.0451</td>
<td>0.0561</td>
<td>0.0672</td>
<td>0.0781</td>
<td>0.0890</td>
<td>0.0997</td>
<td>0.1105</td>
<td>0.1211</td>
<td>0.1317</td>
<td>0.1422</td>
<td>0.1526</td>
</tr>
<tr>
<td>114J340W</td>
<td>0.0691</td>
<td>0.0000</td>
<td>0.0094</td>
<td>0.0188</td>
<td>0.0281</td>
<td>0.0373</td>
<td>0.0465</td>
<td>0.0557</td>
<td>0.0648</td>
<td>0.0739</td>
<td>0.0829</td>
<td>0.0919</td>
<td>0.1009</td>
<td>0.1098</td>
<td>0.1186</td>
<td>0.1274</td>
</tr>
<tr>
<td>114S200W</td>
<td>0.1661</td>
<td>0.0000</td>
<td>0.0228</td>
<td>0.0453</td>
<td>0.0674</td>
<td>0.0893</td>
<td>0.1109</td>
<td>0.1322</td>
<td>0.1532</td>
<td>0.1739</td>
<td>0.1943</td>
<td>0.2144</td>
<td>0.2343</td>
<td>0.2538</td>
<td>0.2731</td>
<td>0.2920</td>
</tr>
<tr>
<td>114S340W</td>
<td>0.1386</td>
<td>0.0000</td>
<td>0.0193</td>
<td>0.0384</td>
<td>0.0573</td>
<td>0.0759</td>
<td>0.0945</td>
<td>0.1128</td>
<td>0.1309</td>
<td>0.1488</td>
<td>0.1666</td>
<td>0.1841</td>
<td>0.2015</td>
<td>0.2186</td>
<td>0.2356</td>
<td>0.2524</td>
</tr>
<tr>
<td>114T200W</td>
<td>0.1661</td>
<td>0.0000</td>
<td>0.0228</td>
<td>0.0453</td>
<td>0.0674</td>
<td>0.0893</td>
<td>0.1109</td>
<td>0.1322</td>
<td>0.1532</td>
<td>0.1739</td>
<td>0.1943</td>
<td>0.2144</td>
<td>0.2343</td>
<td>0.2538</td>
<td>0.2731</td>
<td>0.2920</td>
</tr>
<tr>
<td>114T340W</td>
<td>0.1386</td>
<td>0.0000</td>
<td>0.0193</td>
<td>0.0384</td>
<td>0.0573</td>
<td>0.0759</td>
<td>0.0945</td>
<td>0.1128</td>
<td>0.1309</td>
<td>0.1488</td>
<td>0.1666</td>
<td>0.1841</td>
<td>0.2015</td>
<td>0.2186</td>
<td>0.2356</td>
<td>0.2524</td>
</tr>
<tr>
<td>120J200W</td>
<td>0.0855</td>
<td>0.0000</td>
<td>0.0114</td>
<td>0.0227</td>
<td>0.0339</td>
<td>0.0451</td>
<td>0.0561</td>
<td>0.0672</td>
<td>0.0781</td>
<td>0.0890</td>
<td>0.0997</td>
<td>0.1105</td>
<td>0.1211</td>
<td>0.1317</td>
<td>0.1422</td>
<td>0.1526</td>
</tr>
<tr>
<td>Pressurized Protected</td>
<td>0.1028</td>
<td>0.0000</td>
<td>0.0135</td>
<td>0.0269</td>
<td>0.0402</td>
<td>0.0534</td>
<td>0.0664</td>
<td>0.0793</td>
<td>0.0921</td>
<td>0.1048</td>
<td>0.1174</td>
<td>0.1299</td>
<td>0.1422</td>
<td>0.1545</td>
<td>0.1666</td>
<td>0.1786</td>
</tr>
<tr>
<td>Pressurized Un-Protected</td>
<td>0.2024</td>
<td>0.0000</td>
<td>0.0276</td>
<td>0.0547</td>
<td>0.0813</td>
<td>0.1075</td>
<td>0.1331</td>
<td>0.1582</td>
<td>0.1829</td>
<td>0.2071</td>
<td>0.2309</td>
<td>0.2541</td>
<td>0.2769</td>
<td>0.2993</td>
<td>0.3212</td>
<td>0.3427</td>
</tr>
</tbody>
</table>

286
APPENDIX C

QUANTITATIVE RISK ANALYSIS METHODOLOGY AND RISK MODEL

C.1 Risk Analysis Methodology

In this dissertation, I used the quantitative risk analysis (QRA) methodology (CCPS, 1995) to develop numerical estimates of the risk associated with the shipments considered. The QRA includes three principal stages: route analysis, determination of risk parameters, and risk calculation.

For the first stage, the preliminary shipment routes were determined using rail routing software, PC*Miler|Rail 13 based on the specified origin-destination (O-D). Geographic Information Systems (GIS) data layers were then obtained from BTS (2007) and ESRI (2005) and prepared using ArcGIS Desktop 9.2. These data layers include the 2007 U.S. and Canadian railroad network data and population census data. After the preliminary routes had been determined, the final shipment routes were created using ArcGIS.

The second stage involved the estimation of risk parameters. This consisted of two parts: the estimation of the annual frequency of accident-caused releases and the estimation of the consequences of the release. The former deals with the estimation of track-segment-specific tank car derailment and release rates. The latter involves the estimation of the consequence in terms of the number of people potentially affected by hazardous material releases.

The third stage was to determine the annual risk associated with hazardous materials shipments for each route and for all routes combined. The final risk output comprises the quantitative estimate of the various risk metrics.

C.2 Risk Model and Parameters

A formal definition of risk is the multiplication of the frequency of an event times the consequence of that event, i.e.

\[ S = M \times R \times C \]  

(C.1)
where

\[ S \] = annual risk of transporting product (persons affected per year)

\[ M \] = annual rate of tank car involvement in Federal Railroad Administration (FRA) reportable derailments on main-line track

\[ R \] = conditional probability of release given that a tank car derails

\[ C \] = consequence level, defined as the number of persons affected by releases

FRA track-class-specific accident rates (Anderson and Barkan, 2004) were used to determine the derailment rates. It was assumed that the likelihood of a hazardous materials car derailment is independent of the material being transported (Anand, 2006). Track speed reflects FRA track class, which has been shown to be correlated with railroad accident rates (Nayak et al., 1983). For the Class-1 railroads involved, their timetable speeds were used to infer the FRA track class and other operating restrictions for all segments of the routes considered. For the limited mileage of non–Class 1 railroads involved, the industry average derailment rate for this class of railroads was used (Anderson and Barkan, 2004).

Tank car design has a major effect on the conditional probability of release (CPR) given that a car is derailed in an accident, and the probabilities developed by Treichel et al. (2006) were used to determine the CPR of the tank cars considered. Release probability is also affected by train accident speed (Nayak et al., 1983; CCPS, 1995; Barkan et al., 2003; Kawprasert and Barkan, 2010a). Unless otherwise mentioned, the average-speed implicit in the statistics of Treichel et al. (2006) was assumed when calculating tank car performance.

In the case that multiple car types with different design features are involved, the aggregated CPR can be determined using the weighted mean of the different car types’ conditional probabilities (Kawprasert and Barkan, 2008).

The consequence is the impact of the release and is generally affected by the characteristics of the product (e.g., its toxicity and reactivity), the atmospheric conditions, and the proximity of people to the spill. In this dissertation, the consequence is generally expressed as the number of persons who might be evacuated or sheltered in place as a result of a release, based on the recommendations in the U.S. Department of Transportation (DOT) Emergency Response Guidebook (ERG) (PHMSA, 2008; Brown and Dunn, 2007; Brown et al., 2009; ). The
consequence here equals the affected area, which is defined as the minimum area in which the
U.S. DOT recommends that people be evacuated or sheltered in place in a hazardous materials
release incident, multiplied by the average population density in the affected area. For some
materials, consideration of multiple-release scenarios may be necessary (Chapter 3). For the
product studied in other chapters, only a single-release scenario was appropriate according to the
industry expert opinion. In this dissertation, time-of-day effects on population were not
considered for simplicity.

C.3 Risk Model Incorporating Segment-specific Parameters

Different levels of analysis can be considered depending on the degree of precision required.
That is, accident rate and population density may be accounted for at the route level or the track
segment level. This dissertation requires an analysis at the segment-specific level, and, thus,
track-segment-specific parameters need to be incorporated in the risk model.

Track segments here correspond to the rail links in the railroad network data layer in the
GIS database (BTS, 2007). Each link (segment) has a unique link ID assigned by the FRA in the
rail network. For the shipment route comprising \( n \) segments, Eq. C.1 can be rewritten as:

\[
S = V R' A \sum_{i=1}^{n} Z_i L_i D_i
\]

(C.2)

where
- \( V \) = annual shipments (carloads)
- \( R' \) = aggregated conditional probability of release given that a tank car derails
- \( A \) = affected area per the U.S. DOT ERG recommendation
- \( Z_i \) = accident rate associated with track segment \( i \)
- \( L_i \) = length of track segment \( i \)
- \( D_i \) = average population density along track segment \( i \)
- \( n \) = total number of segments in the shipment route

C.4 Overlay Analysis Using GIS

The merit of using GIS to facilitate route analysis is that it enables the creation of maps to
convey geographic information and results related to risk, in addition to its analytical power for
handling the data needed for route risk analysis (Fedra, 1998). In this dissertation, I used ArcGIS
9.2 with the Network Analyst feature to create the shipment routes over the national railroad network (BTS, 2007) and population census tract layers (ESRI, 2005). A buffer was created representing the exposure area – the area within the radius from the track center equal to the U.S. DOT ERG maximum evacuation distance corresponding to the material and release scenario considered. Then, the average population density of the affected area corresponding to each track segment was determined (Figure C.1) using the following equations:

\[ A = \pi E^2 \]  \hspace{1cm} (C.3)

where

- \( A \) = affected area per the U.S. DOT ERG Guidebook recommendation
- \( \pi \approx 3.14159 \)
- \( E \) = the U.S. DOT ERG recommended evacuation distance for the worst-case release scenario

\[ U_i = B L_i \]  \hspace{1cm} (C.4)

where

- \( U_i \) = exposure area, corresponding to track segment \( i \)
- \( B \) = buffer width = \( 2E \)
- \( L_i \) = length of track segment \( i \)

\[ P_i = \sum_t (\alpha_{it} \delta_{it}) \]  \hspace{1cm} (C.5)

where

- \( P_i \) = potential population exposure, corresponding to track segment \( i \)
- \( \alpha_{it} \) = area of census tract \( t \), coincident with the exposure area for track segment \( i \)
- \( \delta_{it} \) = population density of census tract \( t \), coincident with the exposure area for track segment \( i \)

\[ D_i = \sum_t (\beta_{it} \bar{\delta}_{it}) \]  \hspace{1cm} (C.6)

where

- \( D_i \) = Average population density, corresponding to track segment \( i \)
- \( \beta_{it} \) = proportion of the area of census tract \( t \), coincident with the exposure area for track segment \( i \)
Figure C.1: Estimation of Consequence Using Overlay Analysis in GIS
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